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Chapter 1. Overview of the Benefit-Cost Approach and Model

This Benefit-Cost Technical Documentation describes the latest version of the Washington State Institute for Public Policy
(WSIPR benefit-cost model. The model is designed to produce, for the Washington State Legislature, internally consistent
estimates of the benefits and costs of various public policies. WSIPPbuiilt its first benefit-cost model in 1997 to determine
whether juvenile justice programs that have been shown to reduce crime can also pass an economictest. In subsequent
years, & WSIPPreceived new researchassignments from the Washington State Legislature, the benefit-cost model was
revised and expanded to cover additional public policy topics. As of this writing, the legislature or the WSIPP Board of
Directors has asked WSIPPto use the benefit-cost model to identify effective public in the following public policy areas :

=

Criminal and juvenile justice

Kd12 and early education

Child welfare

Substance abuse

Mental health

Public health

Public assistance

Employment and workforce development
Health care

General prevention

=A =4 =4 =4 4 -4 4 -4 -4 -4

Higher education

The model described in this Technical Documentation reflects our current approach to computing benefits and costs for this
wide array of topics. We update and revise our estimates and methods from time to time . In particular, as we use thismodel
in the policy and budgetary process in Washington State, we frequently adapt our approach to better fit the needs of
policymakers. This document reflects the current state of the model (as of the publication date on the title page).

This report does not contain our current benefit -cost estimates for these topics; rather, it describes the procedures we use
to compute the results.A c o mp | et e lisbaf dui carderst theheéit 6cost estimates can be found on the WSIPP
website.

The overall objective of WS | Pradledi s t o pr oduerek a? deViteiace-baskd public policy options available
to the Washington State Legislature, ranked by return on investment. The ranked list can help policymakers choose a
portfolio of pu blic policies that are evidence-based and have a high likelihood of produ cing more benefits than costs. For
example, policymakers in the state of Washington canus e WS | PP &6 s r eaportfolioof evidence-lohsed policiesy
(prevention, juvenile justice, adult corrections, and sentencing policies) that together can impr ove the chance that crime is
reduced in Washington and taxpayer money is used efficiently.

For each evidence based option we analyze, our goal is to deliver to the legislature two straightforward benefit-cost
measures: an expected return on investment and, given therisk and uncertainty that we anticipate in our estimates, the
chance that the investment will at least break even (that is, it will have benefits at least as great as costs) To do this, we
carry out three basic analytical steps.

1) What works? What do e s n\Wetb&gin by conducting systematic reviews of the research literature to identify
policies and programs that demonstrate an ability to improve specific outcomes. The goal is to assemble all of the
best research from around the U.S. (and beyond) that can help inform policymaking in Washington. In Chapters 2
and 3, we describe the methods we use toidentify, screen and code research studies as well asthe meta-analytic
approach we use to estimate the expected effectiveness of policy options and to compute dmonetizable6units of
change.


http://www.wsipp.wa.gov/BenefitCost?topicId=2
http://www.wsipp.wa.gov/BenefitCost?topicId=2

2)

3) What is the return on investment ? The secondstep involves applying economic calculations to put a monetary
value on any changed outcome (from the first step). Once monetized, the estimated benefits are then compared
to the costs of program s or policies to produce an economic bottom line for the investment. Chapters 4 and 5
describe the processes we use tomonetize the outcomes. Chapter 6 describes our procedures for estimating
program costs.

4) How risky are the estimates? Part of the process of estimating a return on investment involves assessing the
riskiness of the estimates. Any rigorous modeling process involves many individual estimates and assumptions.
Almost every modeling step involves at least some level of risk and uncertainty. Chapter 7 describes thed Mo nt e
C a r appréach we use to model this risk. The objective of the risk analysis is to asess the chance that a return
on investment estimate (from the second step) will at least break even. For example, if we conclude that, on
average, an investment in program XYZhas a ratio of $3 of benefits for each $1 of cost, the risk question is: given
the riskinessin this estimate, what is the chance that the program will at least break even by generating one dollar
of benefits for each dollar of cost?

The benefit-cost model also allows the user to combine individual policy options into a portfolio. Much like the concept of
an investment portfolio in the private sector, this tool allows the user to pick and choose different policy options and
project the combined impact of those options on statewide costs, benefits, and outcomes. The WSIPP portfolio tool is the
newest aspect of the overall model and is described in Chapter 8.

1.1 Structure of the Model

WS | Pledefit-cost model is an integrated set of computational routines designed to produce three related benefit-cost
summary statistics for each policy option we analyze: a net present value, a benefit-to-cost ratio, and a measure of risk
associated with these bottom-line estimates. Each of the summary measures derives from the same set okstimated cash
or resource flows over time.

In simplest form, the model implements a standard economic calculation of the expected worth of an investment by
computing the net present value of a stream of estimated benefits and costs that occur over tim e, asdescribed with
Equation 1.1.1.
1 0 #

ppp . 06 5 SEO
In this basic model, the net present value, NPV, of a program is the quantity of the outcomes achieved by the program or
policy, Q, in yeary, multiplied by the price per unit of the outcome , P, in year y, minus the cost of producing the outcome ,
C, in yeary. The lifecycle of each of these values is measured from the average age of the person whds treated, tage and
runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present
value terms after applying a discount rate, Dis.

The first term in the numerator of Equation 1.1.1,Qy, i s t he esti mated numbeprodocedbp ut c o me
the program or policy. The procedureswe useto develop estimates of Qy are described in Chapters 2and 3. In Chapter 4

we describe the various methods we use to estimate the price term, Py, in Equation 1.1.1. In Chapter 6 we describe our

procedures for computing program costs, Cy. In Chapter 7, we describe the Monte Carlo simulation procedures we

employ to estimate the risk and uncertainty in the single -point net present value estimates.

Rearranging termsin Equation 1.1.1, a benefit-to-cost ratio, B/C, can be computed with:

-

o) 0 0 )
PPE 7 0 00 0 00



1.2 General Characteristics of WS | P R@pmach to Benefit -Cost Modeling
Several features are central toWS | P leidefit-cost modeling approach.

Internally Consistent Estimates . BecauseWS | PrRadiled is used to evaluate the benefits and costs of a wide range of
public policies that affect many different outcomes, a key modeling goal is internal consistency. Any complex investment
analysis, whethergeared toward private sector or public sector investments, involves many estimates and uncertainties.
Across dl the outcomes and programs considered, we attempt to be as internally consistent as possible.That is, within
each topic area, our bottom -line estimates are developed so that a net present value for one program can be compared
directly to that of another program. This is in contrast to the way most individual benefit-cost analyses are done, whee
one researcher conducts an economic analysisfor one program and then another researcherperforms an entirely
different benefit -cost analysis for another program. By adopting one internally consistent modeling approach, our goal is
to enable apples-to-apples, rather than apples-to-oranges, benefit-cost comparisons.

Meta-Analy sis. The first step in our benefit-cost modeling strategy produces estimates of policies and programs that have
been shown to improve particular outcomes. That is, before we undertake any economic analysis of benefits and costs, we
first want to deter mi ne 0 whFotdo thisowelcaetully arnalygze allmighrqualityestudies frosmo me s .
the U.S. (and beyond) to identify well -researchedprograms or policies that achieve desired outcomes (as well as those that
do not). We look for research studies with strong, credible evaluation designs, and we ignore studies with weak research
methods. Our empirical approach follows a meta-analytic framework to assess systematically all relevant evaluations we can
locate on a given topic. By including all of the studies in a meta-analyss, we are, in effect, making astatement about the
average effectiveness of a particular topic given the weight of the most cre dible research studies For example, in deciding
whether the juvenile justice program d~unctional Family Therapyworks to reduce crime, we do not rely on just one
evaluation of the program. Rather, we compute a meta-analytic average effect from all of the credible studies we are able

to find on Functional Family Therapy

oLi nkedd¢ Olnadditomteexamining the impacts of a program on directly measured outcome s, we estimate the
benefits of linked or indirectly measured outcomes. For example, aprogram evaluation may measure the direct short-
term effect of a child welfare program on child abuse outcomes but not the longer-term outcomes such as high school
graduation. Other substantial bodies of research, however, have measured causeand-effect relationships between being
abused as a child and its effect onthe odds of high school graduation. Using the same meta-analytic approach we
describe inChapter2, we take advantage of this research and empiricall
outcomes. We then use these findings to project the degree to which a program is likely to have longer -term effects
beyond tho se measured directly in program evaluations. The monetization of linked outcomes becomes especially
important in conducting benefit -cost analysis when typically, not all of the impacts of a program are directly measured in
the program evaluation studies themselves We descibe how we determine these linkages in Chapter 2, and we list our
current estimates for Appeedix] i nkages in this reportds

Avoiding Double Counting Benefits . We have found that many evaluations of programs and policies measuremultiple

outcomes. It is desirable, of course, to calculate benefits across multiple outcomes to draw a comprehensive conclusion

about the total benefits of a program or policy. To do this, however, runs the risk of double counting outcome measures

that really are gauges of the same underlying effect. For example, high school graduation and standardized test scores

are two outcomes that may both be measured by a typical program evaluation. These two outcomes, however, are likely

to be, atleastinpart,meas ur es o f the same devel op meAsivedestribe vefh@e methadd s h uman
to monetize both outcomes individually and both lead to increased earnings in the labor market. To avoid double

counting the benefits of these types of outcomes, we have developed 0 t r u m procedyrés, described in Chapter 5.

Measuring Risk. Any tabulation of benefits and costs necessarily involvesrisk and some degree of speculaion about
future performance. This is expected in any investent analysis. Therefore, it is important to understand how conclusions
might change when assumptions are altered and variances considered To assess risk, we perform a Monte Carlo
simulation technique where we vary the key factors in our calculations. The purpose of the risk analysis is to determine
the chancethat a particular approach will at least break-even. This type of risk analysis is used by many businessgin
investment decision making and we employ the same tools to test the riskiness of public sector options. We describe the
Monte Carlo approach in Chapter 7.



Four Perspectives on Benefits and Costs . We categorize estimates of benefits and costs into four distinct perspectives:
1) the benefits and costs that accrue solely to program participants, 2) those received by taxpayers,3) those received by
others, and 4) those that are more indirect.

We created the cat egor i dosreportresdtOthahd® notfih neatly id thed dpartidipant&oc t 6

daxpayerd6 per s plerc ttilvesG0 Oahegory we include the benefijthes of reducH
economic spillover benefits of improvement in human capital outcomes , and payments by private (including employer

based) insurers. | nindirdeté © at e g or yestwnatesioftte ihat ch@nges in the value of a statistical life and net

changes in the deadweight costs of taxation.

The sum of these four perspectives provi de sodugesbenditsthdt Washi ng
exceed costs. For certain fiscal analyses and state budget preparation, the results of the model can be restricted to focus
solely on the taxpayer perspective.

For example,for a juvenile justice program that reduces crime and improves the probability of high school graduation, we

record the improved labor market benefits from the increased probability of high school graduation as a participant

benefit and the reduced criminal justice system costsfrom the crime reduction as a taxpayer benefitl n t heséo Ot her
category, we include the benefits to crime victims of the reduced crime, along with the economic spillover effects of the

high school graduation that accrue to others in society.| n tinHirect6d0 c a t wegaccount,for the net deadweight

costs of taxation (from the costs of the program , as well asthe deadweight savings from reduced taxes for future crime

avoided).

The Model 6s E Egencedasédiknowledge is continually expanding. More is known today than ten years

ago on the relative effectiveness of programs and still more will be known in the future. We built this benefit -cost model

so that it can be expanded to incorporate t his evolving state of evidence.Si mi | ar t o an investment ana
to update quarterly earnings -per-share estimates of private investments, this model is designed to be updated regularly

as new and better information becomes available. Thisflexible design feature allows us to update estimates of the

economic bottom lines for public programs. In addition, the model is designed in a modular fashion so that new topic

areas (other than those listed in the introduction ) can be added to the analysisand modeled in a manner consistent with

the topics already analyzed

1.3 Peer Review of the WSIPP Benefit -Cost Model

WSIPP hashad external reviewers examine our work and provide feedback on our methods. In addition, we have had
invitations in recent years to publish our work in several peer-reviewed journals.l

With assistance from the PewCharitable Trusts (Pewa nd t he Mac Art hur PBeoefitrcdsantodebismbeingWWS | P P 8 s
implemented in 25 other states as part of the Pew-MacArthur Results First Initiative.” As part of our work with these
organizations, the benefit-cost model has been reviewedthree times in the past six yearsby an independent team
assembled by Pew.Most recently, the benefit-cost model was reviewed in 2014 by:
1 D. MaxCrowley: NIH Research Fellow, Center for Child & Family Policy, Duke University
1  Lynn Karoly:Senior Economist and Director, Office of Research Quality Assurance, RAND Corporation

1 David Weimer: Professor of Public Affairs and Political Science, Robert M.d_Follette School of Public
Affairs, University of WisconsinMadison

1 Paula Worthington: Senior Lecturer, Harris School of Public Policy, University ofChicago

'see: Dr ake, E. (2012) . Reducing crime and cr i minalJusfcaiResearchendc ost s: W
Policy, 141), 97-116; Drake, E., Aos, S., & Miller. M. (2009). Evidendsased public policy options to reduce crime and criminal justice

costs: Implications in Washington State. Victims & Offenders: An International Journal of Evidencéased Research, Policy, andrBctice,

4(2), 170:196; and Lee, S., Drake, E., Pennucci, A., Bjornstad, G., & Edovald. T. (2012). Economic evaluation of early childhood edanah

a policy context. Journal of Children's Services/(1), 53 63.

2 See:http://www.pewstates.org/projects/pew -macarthur-results-first-initiative - 328069,


http://www.pewstates.org/projects/pew-macarthur-results-first-initiative-328069

The benefit-cost model was also reviewed in 2012 by Kirk Jonas (Director, Office of Research Compliance and Integrity,
University of Richmond, Virginia), Steven Raphael (Professor of Public Policy, Goldman School of Public Policy, University
of California-Berkeley), Lynn Karoly, and David Weimer, aghin 2010 by David Weimer, Lynn Karoly, andadditionally, Mike
Wilson (Economist, Oregon Criminal Justice Commissior).

Annually between 2011 and 2015, Pew hosted meetings with the states involved in the PewMacArthur Results First
Initiative. Approximately 50-100 participants attended each of the annual meetings. During this time, WSIPPreceived
guestions, comments, and criticisms on our technical and non-technical aspects of our methods, software, and policy
scenarios.These observations have been helpful to us as we update the model.

Lastly, Pew has technical assistanceonsultants responsible for learning the benefit-cost model in order to assist the
states in implementing the model. The technical assistanceconsultants have been using the benefit-cost model since
2010, and continually provide feedback on our approach.

Building a far-reaching benefit-cost model requires many modeling decisions. Our choices are not necessarily the ones
that all of the reviewers would have made. Thus, whilewe have benefited from all of the comments, we remain solely
responsible for our modeling choices.



Chapter 2: Proceduresto Estimate Effect Sizes and Standard Errors

As outlined in Chapter 1, the WSIPPmodel is an integrated set of computational routines designed to produce internally
consistent benefit-cost estimates for a variety of public policies and programs. The model implements a standard
economic calculation of the expected worth of an investment by computing the net present value of a stream of
estimated benefits and costs that occur over time, as describedwith Equation 2.0.1.

- 0 0 6
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In this basic model, the net present value, NPV, of a program is the quantity of the outcomes achieved by the program or
policy, Q, in yeary, multiplied by the price per unit of the outcome, P, in yeary, minus the cost of producing the outcome,
C, in yeary. The lifecycle of each of these values is masured from the average age of the person who is treated, tage and
runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present
value terms after applying a discount rate, Dis.

The first term in the numerator of Fquation 20.1,Q, i s the esti mated numbeproduocedbp ut c o me
the program or policy. The Q,, term in Equation 2.0.1 is, in turn, a function of two factors inthe WSIPP model an oef f ect
sizeo(E9and Bas& ovari abl euatongoi2ven by
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The WSIPP model is designed to accommodate outcomes that are measureckither with continuous scales (e.g.
standardized student test scores) oras dichotomies (e.g. high school graduation).

For continuously measured outcomes, as given byEquation 2.0.3 and described later in this Chapter and in Chapter 3, Q,
i's cal cul at e deffedt sizek and aBasevarable) which is measured as a tandard deviation of the outcome
measurement.

B8 0 6w QO'Y

For dichotomously measured outcomes, Q, is calculated with a D-cox effect size and a Basevariable, which is measured as
a percentage. Our precise procedures to calculate Q, for dichotomies are discussed inChapter 3, but the essential
procedure follows Equation 2.0.4.°
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Two exceptions to this equation for estimating Q, for continuously measured outcomes are when: 1) an effect size is
measured via percent changeo r  0-g8 & mb tin ao outcgme (currently, WSIPPuses thismethod for direct labor
market earnings measured by workforce development programs and health care costsand frequency of visits measured
by evaluations of certain health care programs), 2) an effect size is measured via an elasticity, currently used for certain
measures of crime and certain measures of health care costsFor these conditions, we useEquation 2.0.5 below.

(2.050 0O

This Chapter describes the process we use to estimatehe effect size term, ES in Equations 2.0.3 and E Chapter 3
discusseshow Qyis then estimated from the effect sizes and dichotomous or continuous base variables. In Chapter 4 we

® The D-cox transformation that we employ, as well as other possible transformations of dichotomous data to appr oximate a
standardized mean difference effect size, produces results that are known to introduce distortions when base percentages areeither very
large or very small. The Dcox has been shown to introduce fewer distortions than other procedures, but the D -cox remains problematic
when base rates are very low or high. See: SancheMeca, J., MarinMartinez, F., & ChacénMoscoso S. (2003). Effectsize indices for
dichotomized outcomes in meta -analysis.Psychological Methods8(4), 448 467. In Chapter 3 we descibe our current procedures
designed to reduce these distortions.



describe the various methods we use to estimate the price term, P,, in equation 2.0.1. In Chapter 6 we describe our
procedures for computing program costs, C, in Equation 2.0.1.

2.1 Effect Sizes from Two Bodies of Research: Program Evaluations and  Studies Measuring Linkages
Between Outcomes

To estimate the effect of a program or policy on outcomesof i nterest, WSI PP&s approach draw
research. First, we compute effect sizes from program evaluation researchthis type of research measures whether a

program or policy has a causal effect onoutcomes of interest. Second, to supplementand extend the program evaluation
research, we use other bodies of evidence that exaveralln e causa
goal is to combine the best current information from these two bodies of research to derive long-run benefit-cost

estimates for program and policy choices.

Thelogicofusi ng Ol i nkaged studies to s wlpwsdhepathpllustaged ia this expressiomat i on f
QW € QAE 60 DEd XE QWO 6 HGE@'D 606 GENGAMED | ¢ "QIOOES 6 ©éE & Q

That is, f a meta-analysis of program evaluationsii the first body of researchii establishes a causal effect of a program
(Program) on one outcome (Outcome), and another body of linkage research measures a causalemporal relationship
between that outcome (Outcome) and another outcome (Outcomeg) of interest, then it logically follows that the program
is likely to have an effect on the second outcome, in addition to having an effect on the directly measured first outcome.

Theserelationships areimportant for benefit-cost analysisbecause, unfortunately, many program evaluations do not

measure all of the longer-term outcomes of interest. For example, we have metaanalyzed all credible program

evaluations of a juvenile justice program called Functional Family Therapy (FFT) and found that the program reducs

juvenile crimef the first step in the expressionabove. Crime is an important outcome and it is measured in the program

evaluationsof FFTWe | abel this a odirectlyd measured outcome since it
themselves

Unfortunately, the outcome evaluations of FFT did not measure whether the program affects high school graduation

ratesfi a second outcome of keen interest to the Washington State Legislature. There are, however, other substantial

bodies of longitudinal research that indicate how changes in one outcome causally leadto changes in a second outcome.

For example, we have separately metaanalyzed credible longitudinal research studies that identify a causal relationship

between juvenile crime and high school graduationfi the second step in the expressionabove. We label this relationship

a linked6outcome since it was not estimated in the FFT evaluations themselves, butcan be reasonably infered by

applying the results of other credible longitudinal research. Wel i st our current estimates for t
Appendix.

Therefore, we compute effect sizes and standard errors, with the procedures described below, for both direct and linked
outcomes and we use them in our benefit-cost analysis



2.2 Meta-Analytic Procedures : Study Selection and Coding Criteria

To estimate the effects of programs and policies on outcomes, we employ statistical procedures researchers have developd
to facilitate systematic reviews of evaluation evidence. Thissetofpr&c edur es i s -aoa@i;iskf‘é\meta}anmysisﬁ
sometimes referred tfoprasesa waghtiofutileyeviderice surmniad/ iofe sollection of individual
program evaluations (or studies of the longitudinal relationships between outcomes ) on a given topic. The general ideais to
1) define a topic of interest (e.g. do drug courts lower crime; does child abuse and neglect reduce the probability of high
school graduation?), 2) gather all of the credible evaluations that have been done on the topic from around the U.S. and
beyond, and 3) use meta-analysisto draw an overall conclusion about the average effectiveness of a program to achieve a
specific outcome or the relationship between one outcome and another .

A meta-analysis is only as goodas the selection and coding criteria used to conduct the study.5 Following are the key choices
we implement.

Study Selection . We use four primary means to locate studies for meta-analysis of programs: 1) we consult the bibliographies
of systematic and narrative reviews of the research literature in the various topic areas;2) we examine citations in the individual
studies we locate; 3) we conduct independent literature searches of research databases using search engines such as Google,
Proquest, Ebso, ERC, PubMed, and SAGE; and) we contact authors of primary research to learn about ongoing o r
unpublished evaluation work. As we will describe, the most important criteria for inclusion in our study is that an evaluation
must either have a control or comparison group or use advanced statistical methods to control for unobserved variables or
reverse causality If a study appears to meet these criteria, we then securea copy of the study for our review.

Peer-Reviewed and Other Studies . We examine all evaluation studies we can locate with these search procedures. Many
of these studies are published in peer-reviewed academic journals while others are from reports obtained from

government agencies or independent evaluation contractors. It is important to include non -peer reviewed studies because
it has been suggested that peer-reviewed publications may be biased to show positive program effects. Non-peer reviewed
studies also represent a significant portion of the available evidence in many policy areas. Therefore, our meta-analysis
includes all available studieswe can locate that meet our criteria, regardless of published source.

Intent -to -Treat Samples. We do not include a study in our meta -analytic review if the treatment group is made up solely
of program completers. We adopted this rule because there are too many significant unobserved self-selection factors that
distinguish a program completer from a program dropout, and these unobserved factors are likely to significantly bia s
estimated treatment effects. Some evaluation studies of program completers, however, also contain information on

program dropouts in a ddition to a comparison group. In these situations, we include the study if sufficient information is
provided to allow us t o reconstruct an intent-to-treat group that include s both completers and non -completers, or if the
demonstrated rate of program non -completion is very small. In these cases, the study still needto meet our other inclusion
requirements.

Random Assignment and Quasi -Experiments . Random assignment studiesare preferred for inclusion in our review, but we
also include studies with non-randomly assigned comparison groups. We only include quasi-experimental studies if sufficient
information i s provided to demonstrate comparability between the treatment and comparison groups on important pre -
existing conditions such as age, gender, and pretreatment characteristics such as test scores or level of functioning.

Enough Information to Calculate an Effect ~ Size. Since we bllow the statistical procedures in Lipsey and Wilson, a study
must provide the necessary information to calculate an effect size, as described below® If the necessary information is not
provided, and we are unable to obtain the necessary information directly from the study & author(s), the study is not
included in our review.

* In general, we follow the meta-analytic methods described in: Lipsey, M.W., & Wilson, D. (2001)Practical meta-analysis Thousand
Oaks, CA: Sage Publications.

® All studies used in the meta-analyses for individual programs and policies are identified in the detailed results documented in WSIPP
programs, which can be found on the WSIPP website:http://www.wsipp.wa.gov . Many other studies were reviewed, but did not meet the
criteria set for this analysis.

® Lipsey & Wilson (2001).
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Multivariate Results Preferred . Some studies presenttwo types of analyses: raw outcomes that ae not adjusted for
covariates such as agegender, or pre-intervention characteristics and those that are adjusted with multivariate statistical
methods. In these situations, we codethemu | t i vari ate esti mates focusing on the aut

Averaging Effect Sizes for Similar Outcomes so Each Study Contributes One Outcome . Some studies report similar
outcomes: e.g.,reading and math test scores from different standardized assessmentsln such cases, weaverage the
similar measures and usethe combined effect size in the meta-analysis for that program. As a result, each study sample
coded in this analysis is associated with a singleeffect size for a given outcome. This avoids one studyhaving more
weight in a meta-analysis simply because it measured more outcomes.

Outcome s Measured at Different Follow -Up Periods . If outcomes for study samples are measured at multiple points in
time, and if a sufficient number of studies contain multiple, similar follow-up periods, we calculate effect sizes for both an
initial and longer te rm follow -up period s. Using different points of time of measurement allows us to examine, via meta-
regression, whether program effects change (i.e., decay or increasepver time.

Some Special Coding Rules for Effect Sizes . Most studies in our review have sufficient information to code exact mean -
difference effect sizes.Some studies, however, reportsome, but not all the information required. We adhere to the
following rules for these situations:

1 Two-tail p -values. Some studies only report p-values for significance testing of program outcomes. When we
have to rely on these results, if the study reports a one-tail p-value, we convertit to a two -tail test.

1 Declaration of significance by category . Some studies report results of statistical significance testsin terms of
categories of p-values. Examples include: p< 0.01, p< 0.05, or non-significant at the p = 0.05 level. We calculate
effect sizes for these categories by using the hghest p-value in the category. Thus, if a study reports significance at
p < 0.05, we calculate the effect size at p= 0.05. This is the most cautious strategy. If the study simply states a result
is non-significant, but does not indicate a p-value, then we load in a zero effect size, unless some other piece of
information reported in the study (perhaps a graph) provides some indication of the direction of the effect, in which
casewe compute the effect size assuming a p-value of 0.50.

2.3 Meta-Analytic Procedures: Calculating 0Unadjusted 6 Effect Sizes

Effect sizes summarize thedegree to which a program or policy affects an outcome, or the degree that one outcome is
causally related to another outcome. In experimental program settings this involves comparing the outcomes of treated
participants relative to untreated participants. Analysts useseveral methods to calculate effect sizes, as described in Lipseg
Wilson.” The most common effect size statistic, and the measure we use in our metaanalyses,is the standardized mean
difference effect size.

Continuously Measured Outcomes . The mean difference effect sizeis designed to accommodate continuous outcome data,
such as student test scores, where the differences are in the means of the outcomé® The standardized mean difference effect
size is computed with the following equation :
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In this formula, ESis the estimated effect size for a particular program; M, is the mean value of an outcome for the treatment
or experimental group; M, is the mean value of an outcome for the control group ; SO is the standard deviation of the
treatment group; and SD.is the standard deviation of the control group ; N: is the number of subjects in the treatment group;
and N¢ is the number of subjects in the control group .

In many researchstudies, the numerator in Equation 2.3.1, M, - M,, is obtained from a coefficient in a regression equation, not
from experimental studies of separate treatment and control groups. For such studies, the denominator in Equation 2.3.1is
the standard deviation for the entire sample. In these types of regression studies, unless information is present that allowsthe

" Lipsey & Wilson (2001).
8 Ibid, table B10, equation 1, p. 198.



number of subjects in the treatment condition to be separated from the total number in a regression analysis, the total N from
the regression is used for the sum of N; and N, and the product term NN, is set to equal (N/2)2.

We compute the variance of the mean difference effect size statistic in Equation 2.3.1 with the following equation
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In some random assignment studies, or studies where treatment and comparison groups are well-matched, authors provide
only statistical results from a t-test. In those cases, we calculate the mean difference effect size usinghe following equation 0

0
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Dichotomously Measured Outcomes . Many studies record outcomes not as continuous measures such as test scores, but
as dichotomies; for example, high school graduation. For these yes/no outcomes, SanchezMeca, et al. shows that the Cox
transformation produces the most unbiased approximation of the standardized mean effect size.* Therefore, to approximate
the standardized mean difference effect size for continuously measured outcomes, we calculatethe effect size for
dichotomously measured outcomes with the following equation :
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where P, is the percentage of the treatment group with the outcome and P, is the percentage of the comparison group

with the outcome. The numerator, the logged odds ratio, is then divided by 1.65.

The EX,,has a variance of
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where Oy, Oy, O, and O,¢ are the number of successes 1) and failure<) in the treatment, t, and control, c groups.

Occasionally when outcomes ae dichotomous, authors report the results of statistical analysis such aschi-square (%)
statistics. In these cases, we first estimate the absolute value ofES;neper Lipseyand Wilson,*? then based on analysis we
conduct, we multiply the result by 1.35 to determine ES:,« as given by the following equation:

w
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Similarly, we determine that in these cases, usingEquation 2.3.2to calculate the variance underestimates ESVag,, and,
hence over-estimates the inverse variance weight. We conducted an analysis which showsthat ESVag,,is linearly related
to ESVar Our analysis indicatesthat multiplying ESVarby 1.77 provides a very good approximation of ESVag,.

° |bid, table 3.2, p. 72.

1% |bid, table B10, equation 2, p. 198.

! sanchezMeca et al. (2003).

12| ipsey & Wilson (2001), table B10, equation 23, p. 200.



Odds Ratios and Confidence Intervals. Sometimes authors report dichotomous outcomes as odds ratios and
confidence intervals. In those instances we calculate tle effect size using equation 2.3.4, i.e.taking log of the odds ratio
divided by 1.65.

The variance is calculatedusing the following equation:
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Pre/Post Gain Score Measures. Where authors report pre- and post-treatment measures without other statistical
adjustments, we calculate two between-groups effect sizes:1) at pre-treatment and, 2) at post-treatment. Next, we
calculate the overall effect size by subtracting the post-treatment effect size from the pre -treatment eff ect size.

Effect Sizes Measured as Elasticities or Semi-elasticities . Some of the research literatures we review are econometric in
nature; that is, they use regression techniques econometricians often use to consider unobserved variables bias or
simultaneity. The metric used in many of these economic studies to summarize results when analyzing a continuous

outcome isanelasticithow a percentage change in one continuously measu
change in a continuously measured outcomefi or a semi-elasticity also known as a percent changdi how a
dichotomous|l y measured oOtreatmentdé affects a per cEonaxampla,thege i n a

research literatures that measure the impact of increased incarceration rates on crime and the effects of the number of

police officers on crime both use elasticities to describe the relationships. For studies that do not estimate elasticities
directly, we compute the elasticity from the aut hwluegds prefer
Similarly, research estimatingthe effect of participating in a high deductible health care plan on health care costs often

use semielasticities estimated as a log-linear model. We would then estimate a semi-elasticity, or percent change, in

health care costs due to participation in a high-deductible plan by exponentiating the Afrom the regression and

subtracting one to calculate the percent change. Thus, the effect size for these analyses is an elasticitpr semi-elasticity,

rather than the other ef f-eoxeffecssizas)ausedehernrwe cosdudt lBetetarlyséssof D or D
programs.

Modify ing Effect Sizes for Small Sample Sizes . Since some studies have very small sample sizes, we follow the

recommendation of many meta -analysts andaccount for this. Small sample sizes have beershown to upwardly bias

effect sizes, especially when samples are lessthan20o |l | owi ng Hedges, Lipsey and Wilson
factor, 6 which we -difference effectsiges, (whereN & lthé totah sample size of the combined

treatment and comparison groups), as given in the following equation: 13
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Modify ing Effect Sizes and Variances for Multi -Level Data Structures . Many studies measure the results of programs
that are delivered in hierarchical structures. For example, in the education field,students are clustered in classrooms,
classrooms are clustered within schools, schools are clustered within districts, and districts are clustered within states.
Analyses that do not account for clustering of this sort underestimate the variance in outcomes and, thus, may over-
estimate effect sizes.In studies that do not account for clustering, effect sizes and their variance require additional
adjustments.*

There are two types of studies, each requiring a different set of adjustments.’®

¥ Lipsey & Wilson (2001), equation 3.22, p. 49 and Hedges, L.V. (1981). Distribut
estimators. Journal of Educational Statistics6(2), 107-128.

* Studies that employ hierarchical linear modeling, fixed effects with robust standard errors, or random effects models account for

variance and need no further adjustment.

!* These formulas are taken from Hedges, L. (2007). Effect sizes in clustemndomized designs. Journal of Educational and Behavioral

Statistics, 324), 341-370.



First, for individual-level studies that ignore the variance due to clustering, we make adjustments to the mean effect size
and its variance,using the following equation:
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where r is the intraclass correlation coefficient, the ratio of the variance between clusters to the total variance; N is the total
number of individuals in the treatment group , N;, and the comparison group, N; and nis the average number of persons in
a cluster, K.

For example, n the educational field, clusters can be dasses, schools, or districtsTo meta-analyze education studies, we
use 2006 Washington Assessment of Student Learning (WASL) data to calculate values of for the school-level (r = 0.114)
and the district level (r = 0.052). Classlevel data are not available for the WASL, so we use a value of = 0.200 for class
level studies.

Second, for studies that report means and standard deviations at a clusteed level, we make adjustments to the mean effect
size and its varianceusing the following equation :
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We do not adjust effect sizes in studies reporting dichotomous outcomes. This is because the Cox transformation assumes
the entire normal di stribution at the student level®* Ho wev er , when outcomes are dichot omou:
to calcul ate the .@& &Hetesignteffest s giverbythd falowing eeation :
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And the effective sample size is the actual sample sizedivided by the design effect. For example the effective sample size
for the treatment group is given by the following equation :

5
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In some studies, for examplein a mental health setting where the treatment group receives an intervention (therapy) and
the comparison group does not, the treatment group may be clustered within therapists while the comp arison group is not
clustered. To our knowledge, there are no published methods for corrected effect sizes and variance for such studies.Dr.
Larry Hedges provided the following approach for these corrections.

We first calculate an intermediate estimate of ESusing the following equation: 18
a & ¢’
0 ¢
where my is the number of clusters in the treatment group, and n; is the number of subjects in the treatment group, and Nis
the total sample size.

c@u 0O°Y 0 p

!¢ Mark Lipsey (personal communication, November 11, 2007).

" Formulas for design effect and effective sample size were obtained from the Cochrane Reviewers Handbook, section 16.3.4.
Approximate analyses of clusterrandomized trials for a meta-analysis: effective sample sizes. http://www.cochranehandbook.org/
18| arry Hedges (personal communication, June 11, 2012).



Then an approximately unbiased estimate of ES; is obtained by multiplying ES.; by J(h), where h is the effective
degrees of freedom as given by the following equation: 19
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and J(h)is given by the following equation :*°

Thus, the final unbiased estimate of ES; is?*
& Y 0Y 0 z0Q

The variance of the effect size when only one group is clustered is given bythe following equation 22
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Computing Weighted Average Effect Sizes, Confidence Intervals, and Homogeneity Tests . Once effect sizes are

calculated for each program effect, and any necessary adjustments forclustering are made, the individual measures are
summed to produce a weighted average effect size for a program area. We calculate the inverse variance weight for each
program effect and these weights are used to compute the average. These catulations involve three steps. First, the standard
error, SE; of most mean effect sizes is computed with the following equation 3
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For effect sizes measured as elasticities theSE; is equivalent to the standard error of the elasticity. When a study reports
the standard error on the elasticity, we use that value asSE;. The standard error of the elasticity is most commonly reported
when the study estimates the elasticity from a log-log model.

If a study does not report the elasticity standard error, but calculates an elasticity or semielasticity from a linear model, we
calculate the SE; from the linear model using the following equations:

For an elasticity from a linear model the variance of the elasticity is calcubted as by the following equation:
c&&pwwnOawu(b—ww1 1 Zc.o‘—zwwm

where? is the coefficient on X. Then,SE is the square root of the variance.

9 |bid.
2 |bid,
2 |bid.
2 |bid,
% Lipsey & Wilson (2001), equation 3.23, p. 49.



For a semi-elasticity from a linear model, we can calculate the variance with the following equation :
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where Y, and Y, are the Y values for the treatment and comparison groups (e.g. health care expenditures).

Finally, when astandard error is not reported and cannot be calculated from the information provided in the study or in the
case of asemi-elasticity from a log-linear model, we estimate the standard error of the elasticity using the reported t -
statistic for the regression coefficient from which the elasticity is estimated . For example, if a study uses the coefficientA to
calculate an elasticity, and the tstatistic on Ais reported as ta, we calculate the standard error on the elasticity for that study
as shown in the following equation :
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Second, for standardized mean difference and elasticity effect sizes,the inverse variance weightw is computed for each
mean effect size with the following equation: 2*
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[For dichotomous outcomes, the inverse variance weight w is computed by taking the inverse of the variance presented
in Equation 2.3.5].

The weighted mean effect size for a group with i studies is computed with the following equation #°
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Confidence intervals around this mean are then computed by first calculating the standard error of the mean with the
following equation :*°
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Next, the lower, ES, and upper limits, ES;, of the confidence interval are computed with the following equation :*’
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In Equations 2.3.27 and 2.3.28, 7. is the critical value for the z-distribution (1.96 for a = 0.05).

* |bid, equation 3.24, p. 49. Note that for our VW calculations, we use the error of the elasticity coefficient the standard error for an
elasticity.
% Lipsey & Wilson (2001), p. 114.
26 H
Ibid.
" bid.



The test for homogeneity, which provides a measure of the dispersion of the effect sizes around their mean, is given by
the following equation :
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The Q-testis distributed as a chi-square with k-1 degrees of freedom (where k is the number of effect sizes).
Computing Random Effects Weighted Average Effect Sizes and Confidence Intervals . Next, we use a random effects

model to calculate the weighted average effect size.Random effects models allow us to account for between-study variance
in addition to within -study variance®

This is accomplished by first calculating the random effects variance component,v using the following equation: %0
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where wsqis the square of the weight of ES (2.3.15).

Thisrandom variance factor is added to the variance of each effect size and finally all inverse variance weights are
recomputed, as are the other meta-analytic test statistics. If the value of Q is less than the degrees of freedom (k-1), there is
no excess varation between studies and the initial variance estimate is used.

2.4 WSIPP Adjustments to Effect Sizes from Program Evaluations

In WSIPPreports and on our website, we show the results of our meta-analyses calculated with the standard meta

analytic formulas described in Chapter 23,aboveWe cal |l t hesejafstedt £ f § wepdtsadones. 6 1 n
our website, we also list an 0 djusted effect si z #rdach topic. These adjusted effect sizes, which arenodifications of the

unadjusted results, may be smaller, larger or equal to the unadjusted effect sizes we report. It is important to note that

we use the adjusted effect sizes not the unadjusted effect sizes,in our benefit -cost model.

In this section, we describe our rationale and procedures for making adjustments to the effect size results from program
evaluatons. The overall g 0 a |-cogi fodéMsS tio Bupply the Washingtbni State Legislature with
information about what work s to improve outcomes in Washington. If a program has been rigorously tried and tested
somewhere else, we want to be able to make an inference about whether it is likely to work in Washington. As we detalil
below, we think there is reason to be concerned that the results of individual program evaluations (the ones we enter into
our meta-analyses) may not be obtained if the program is tried in Washington. Many evaluations of program
effectiveness occur under conditions that may not reflect what we would expect in real-world implementation in
Washington.

Therefore, to better estimate the results we would expect to achieve in Washington, we developed five types of
adjustments. As we explain below, f we determine it to be necessary, we make adjustments for:
1) The methodological quality of each study we include in a meta-analyses
2) Whether the researcher(s) who conduced astudyis(are)i nvest ed i n t heangresallg;r amds desi gn
3) The relevance or quality of the outcome measured used in a study;
4) Whether the research was conducted ina laboratory or other unusual 6 n erne al wor lahd setting

5) Situations in which an evaluation of a program was conducted against a wait-list comparison group, as oppose to
a treatment-as-usual comparison group.

28 H
Ibid, p. 116.
2 Borenstein, M., Hedges, L.V., Higgins, J.P.T., & Rothstein H.R. (2010). A basic introduction to fixeffect and random-effects models for
meta-analysis.Research Synthesis Methods(d), 97-111.
% |bid. p. 134.



2.4a Methodological Quality

Not all research is of equal quality, and this variation has the potential to systematically biasthe results of a study. Some

studiesareabl e t o use 0O0gol d st andar dibdplementeae and thdiresdits san iprviswvedas at ar e w
accurate representations of whether or not the program had a causal effect on an outcome. Other studies may not be able
to use the best research desigrs; these studiesmay reduce the confidence that can be placed in making cause-and-effect
inferences. In particular, studies with less rigorous research desigrs cannot completely control for self-selection bias or
other unobserved threats to the validity of the reported evaluation results. This does not mean that results from these
studies are of no value; rather, it just means that less confidence can be placed in any causeand-effect conclusions drawn
from the results.
We assignprogram evaluation studies to different 0 r e s e a r ¢ bategbees lbaged dn their methodology . This
categorization allows us, via meta-regression, to account for the degree to which, on average,differences in the quality of
researchdesignsmay af fect a programds true effect on aometh-cegreasson. AS WE
information to adjust effect size results, if necessary We list our current adjustments for research design in Section 2.4f in
this document.
The following research design categories are used:
1 Category 5 includes well-implemented random assignment studies in which subjects are assignedto a
treatment group and a control group who do not receive the treatment/program. Studies categorized as a 5
must indicate how well the random assignment occurred by reporting values for pre -existing characteristics for
the treatment and control groups.
1 Category 4 includes experimental random assignment studies with implementation problems or studies that
use a lottery or random assignment approach from a wait -list when programs are oversubscribed. Random
assignment studies in this category, for example, could have crossovers between the treatment and control
groups or differential attrition rates between the groups.
1 Category 3 includes natural experiments or studies that use advanced methods in an attempt to control for
unobserved variablesor reverse causality.Studies categorized as a 3 includeinstrumental-variable approaches,
regression discontinuity designs, panel data analyseswith fixed effects, difference-in-differences, or a Heckman
approach to modeling self-selection®*
1 Category 2 includes quasi-experimental research designswhere the treatment and comparison groups are
reasonably well matched on pre-existing differences in key variables.For this category, studies must demonstrate
that few, if any, significant differences are observed in relevant pre-existing variables. Alternatively, an evaluation
must employ sound multivariate statistical techniques (e.qg., logistic regression hierarchical linear modeling for
nested variables, or propensity score matching) to control for pre -existing differences.
1 Category 1 includes quasi-experimental studies that are less wellimplemented or d 0 not use many statistical
controls to control for differences between the treatment and control groups .
Program evaluation studies that do not fit into these categories are assignedt o 0 Ca®be gwhriyc h meaars t hat t
not included in our meta -analysisbecause wecannot confidently estimate a causal treatment effect of the program.
Categorizing programs with this scheme is, at least to a degree, subjective. We rely on the accumulated experience of
WSIPP analysts to make consistent coding decisions about these research desigdistinctions.
24b Researcherl nvol vement in the Programds Design and | mplementat:i

As noted, the purpose of the WSIPB® s  w doridentify grograms that can make cost -beneficial improvements to

Wa s hi n gdtualpublic seavice delivery system There is some evidence that programs closely controlled by researchers

% For a discussion of these methods, see Rodes, W., Pelissier, B., Gaes, G., Saylor, W., Camp, S., & Wallace, S. (2001). Alternative
solutions to the problem of selection bias in an analysis of federal residential drug treatment programs. Evaluation Review25(3), 331
369 and Schlotter, M., Schwedt, G., & Woessman, L. (2011). Econometric methods for causal evaluation of education policies and
practices: a nontechnical guide. Education Economics, 19(2),09-137.



or program developers have consistently better results thanthoset hat operate in oreal wdn d o

our own evaluation of a real-world implementation of a research-based juvenile justice program in Washington, we found
that the actual results were lower than the results obtained when the intervention was conducted by the originators of the
program.33 Therefore, because we are concerned that effects observed in developercontrolled evaluations may often
overstate the effects we might expect in real-world application in Washington, we code each study by noting whether the
developer was involved in the program or evaluation. We then may make an adjustment to effect sizes to reflect this
distinction. When possible, we usethe results of our meta-regressions to inform the magnitude of any adjustment; lacking
meta-evidence to compute a topic-specific adjustment empirically, we may make an adjustment based on a priori
assumptions, which are themselves informed by our previous analyses of other policy topics. We list our current
adjustments for developer involvement in Section 2 4f.

2.4c Evaluations with Weak Outcome Measures .

Some evaluations use outcome measures that may not be precise gauges of the ultimate outcome of interest to
Washington. In these cases, we record a flag thatve can usein a meta-regression to determine if an adjustment is
necessary We list our current adjustments for weak outcome measures in Section 2 4f.

24d Evd uati ons ConduRed-wdr i a6 08lent i ngs

As noted, the purgssganentoffom thehVdashiv@dn BtRtéLegislature is to identify programs that can
makecostbenef i ci al i mpr ov e me n tpsblictservicé/debvary systetsoNe Gaxle emah studwy By noting
whetherthepr ogr am was delworelrked s et tai Mg exailmi | ar to what woul
done in an unusual setting, such as a universitybased experiment. We then may make an adjustment to effect sizes to
reflect this distinction. When possible, we use the results of our metaregressions to inform the magnitude of this
adjustment; lacking evidence to compute a topic -specific adjustment empirically, we may make an adjustment based on a
priori assumptions which are themselves informed by our analyses of other policy topics. We list our current adjustments
for non-real-world settings in Section 24f.

2.4e Evaluations with Wait -List Research Designs.

In some topic areas, for example, mental health interventions, our goal is to estimate the average effect of a program
compared to non -specific treatment as usual. While some program evaluations measure treatment as usual for the
comparison group, other studies compare a treatment group to a wait -list or no-treatment group. We find that average
effect sizes aresmaller when the comparison group is treatment as usual or an attention placebo, compared to no-
treatment control groups . Therefore, when our goal is to estimate the effect of a specific treatment vs. treatment as usual,
we may make an adjustment to the effect size to reflect the distinction between active comparisons and no treatment,
based on meta-regression of studies in similar topic areas.

2.4f  Values of the Five WSIPP Adjustment Factors .

As noted, we base the magnitude of our adjustments for each of these five factors on evidence, wherever possible. That is,
when there are sufficient number of studies for us to analyze, we conduct meta-regressions (multivariate linear regression
analysis, weightd by inverse variances) in a research area to estimate how much of an adjustment (if any) to make for each
of these five factors. Lacking enough studies to conduct a topic-specific meta-regression, we may also make adjustments
based on our accumulated knowledge about how these factors can be expected to influence whether specific program
evaluation results are likelyto be applicable to Washington. In such cases, thesea priori adjustments represent our
informed judgments, until they can be replaced with the results of topic -specific meta-regressions.

%2 |ipsey, M.W. (2003). Those confounded moderators in metaanalysis: Good, bad, andugly. The Annals of the American Academy of

Political and Social Science, 581),69-8 1 . Lipsey found that, for juvenile delinquency
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eV a

worl d6 programs) produced ef f e cdemanstratiensprojects|Sge aBd Petrasiso, A. &3ogdan,ths r esear ct

(2005). The impact of program developers as evaluators on criminal recidivism: Results from metaanalyses of experimental and quast
experimental research.Journal of Experimental Criminology,1(4), 435-450.

* Barnoski, R. (2004)Outcome evaluation of Washington State's researctbased programs for juvenile offenders(Doc. No. 04-01-1201).
Olympia: Washington State Institute for Public Policy.



To estimate these adjustments, we undertake a series of metaregression analyses, one for each broad research aredn
some cases, where a research literature is particularly large, we may perform these metaegressions on smaller groups of
topics. In each metaregression, we include all effect sizes included in our metaanalyses for that topic area, weight by the
random effects inverse variance for each, and cluster standard errors by each study in the analysisOur independent
variablesinclude the previously discussedfive factors.

An explicit adjustment factor (in the form of a multiplier) is assigned to the results of individual effect sizes based onour
findings. Adjustments are made by multiplying the unadjusted effect size for any study by the adjustment factors for the
topic area. The resulting meta-analytic results for the adjusted effect sizes are then used in the benefit-cost analysis as
explained in Section 26.

The following table lists the current WSIPP adjustmentsi in the form of multiplicative factors applied to unadjusted effect
sizedi that we apply to broad topic areas for the five factors.

Exhibit 2. 4.1
Current WSIPP Adjustment$ in the Form of Multiplicative Factors Applied to Unadjusted Effect Sizes
. Research Researcher = Weak oONot r  Wait-list

Topic area ; outcome .

design developer wor | di design

measure
Child welfare 1 0.36 1 1 1
Education 1 0.43 0.23 0.22 n/a
Adult crime 1 0.36 0.80 0.50 n/a
Juvenile crime and crime prevention 1 1 1 1 n/a
Substance abuse prevention 1 0.33 1 1 1
Substance abuse treatment 1 1 1 1 1
. . Level 1 =0.31

General prevention/public health All others = 1 0.38 1 1 1
Early dhildhood education 1 1 1 1 n/a
Health care (exceptions noted below) 1 1 1 1 1
Asthma self-management education 1 0.36 0.5 1 1
Child depression 1 0.64 1 1 0.44
Child anxiety 1 1 1 1 041
Child posttraumatic stress 1 1 1 1 0.36
Child disruptive behavior & ADHD 1 0.56 0.37 1 1
Adult depression and anxiety 1 0.79 1 1 0.46
Adult posttraumatic stress 1 0.63 1 1 0.68
Serious mental illness 1 1 1 1 1
Higher education 1 1 1 1 1



2.4qg. Calculating | nverse Variance Weights and Standard Errors when WSIP P Adjustments are made to Efect
Sizes.

When we make multiplicative adjustments to effect sizes, we also make adjustments to the standard errors and inverse
variance weights. For continuous outcomes, we useEquation 2.3.2 to calculate the adjusted variance (Varag) substituting
the adjusted ES (E&y) for ES

For dichotomous outcomes reported as odds ratios or percentages, we first calculate the odds ratio (OR.g) associated
with the E£Sg using the following equation:

(241)06'Y Q8

Next we calculate the corresponding treatment percentage, assuming the comparison rate does not change.
Finally, we calculde the variance per Equation 2.3.5 using the adjusted percentages to estimate values for Or, @Q:, Qs and
Q.

For dichotomous outcomes reported as chi-square, p-value, or odds ratios and confidence intervals, we first calculate
Varagiusing Equation 2.3.2 and ESg: Then, based on our analysis, we multiply the Varzgby 1.65to provide a good
approximation of VaragCox

In all cases the adjusted standard error is the square root of the variance.
2.5 WSIPP Adjustments to Effect Sizes from Longitudinal Linkage Studies

As with the results from program evaluations (discussedin Section 2.4), we would ideally make adjustments to the effect
sizesfrom studies measuring the relationship of one outcome to another based on findings from meta -regression. Our
current links do not use multipliers, due either too few articles to perform meta -regression or a failure to reject a null
hypothesis. The following section describes the procedures we would use if they were available.For any linkage study, we
may make up to three types of adjustments that we deem necessary to increase our confidence in the evidence for a
causalrelationship between two outcomes . We may make adjustments for a) the methodological quality of each study
we include in the meta-analyses;b) the degree to which findings for a particular sample of people can be generalized to
other populations in Washington; and c) the relevance of the independent and dependent measures that individual
studies examined.

2.5a Methodological Quality

We require a minimum level of methodological quality to be considered in the analysis. To establish that one outcome
leads to another, we prefer longitudinal studies that establish clear temporal ordering i where a first outcome (e.g.,
juvenile crime) precedes another outcome (e.g., high school graduation). Ideally, a study would statistically control for
both observable factors and unobservable variables by using fixed effects modeling, natural experiments, twin studies,
instrumental variables, or other technigues. Some outcome-on-outcome studies do not have the advantage of
longitudinal data sets and they may usecross-sectional data; the results from these studiesmay be useful, but they may
not have as much information to make cause-and-effect inferences

To track the differences in the quality of research designsfor linkage studies, we use a 6 point scale (with values ranging
from 0to 5) as a way to adjust the reported resultsin a study. On this scale, a rating of 5 reflects a study in which the
most confidence can be placed: alongitudinal study with cleartemporal ordering and good ¢ ontrols for both observable
and unobservable confounds. A rating of 0, on the other hand, reflects a study in which temporal ordering is not
established, and we cannot infer a causal link between independent and dependent variables.



On the WSIPPO-to-5 scale, eachlinkage study is rated as follows:

5f longitudinal study with temporal ordering and good statistical controls for observ able and unobservable
confounds

47 longitudinal study with temporal ordering and good statistical co ntrols for observable confounds
3 longitudinal study with temporal ordering but not as many observable controls

2 cross-sectional study with temporal ordering and retrospective measurement of prior outcomes
1A a WSIPPplaceholder rating that is not cur rently used

0fi a study for which we cannot infer a causal link between independent and dependent variables

In our meta-analyses, we do not use the results from studies rated as a 0 or 1 on this scale.

Using this scale,if we had a large enough number of studies in a research area,we would conduct a meta-regression to
determine if, on average, different research design characteristics affect average effect sizes of the relationship between
one outcome and another. Again, our current linked effect sizesdo not include multipliers, usually due to too few articles
to perform meta -regression.

2.5b Generalizability of the Sample

We may also adjust the effect sizes for linked outcomes for the degree to which the individuals included in the study
sample are representativeof the Washington population as a whole. If, via meta-regression, we determine that a sample
is not representative of the Washington State population, we may use a multiplicative factor to adjust the effect size
downward.

2.5¢ Relevance of the Independent and Dependent  Variables

Some studies use outcome measures that may not be precise gauges of the way the benefitcost model monetizes

results. In these cases, we record a flag that can later be used to adjust the effect via a meta-regression analysis For

example, the benefit-cost model monetizes disordered alcohol use based on a DSMlevel alcohol disorder. If a

l ongitudinal study measudinggéd (bhunk aget beS$Meahcohelavyse) and
flag this weaker measure.If we had a large enough number of studies, we could then conduct a meta-regression analysis

to estimate whether the presumed inferior outcome measures affect, in a systematic manner, the strength of the

relationships.

2.6 Meta-Analytic Procedures: Calculat ing 0Adjusted 6 Effect Sizes for the Benefit -Cost Model

Once all WSIPPadjustments to effect sizes have been made (as described inSections 2.4 and 2.5) to the unadjusted effect
sizesfor each study we review, we then re-run the random effects inverse-variance weighted meta-analysis using
Equations 2.3.20through 2.3.27, substituting the WSIPR adjusted effect sizes in lieu of those originally coded from the
studies. The results of this secondstage meta-analysis produce the effect size and standard error that we then use in

WS | P P d s -cdstamodelf At this point in time, we do not calculate adjusted effect sizes for links; as we collect more
research evidence, we will attempt to do this in the future .

2.7 The Persistence of Effect Sizes over Time

The benefit-cost model implemented by WSIPP, as illustrated inEquation 2.0.1, anticipates that most programs and
policies analyzed will have annual streams of benefits and costs that occur over many years, not just at one point intime.
That is, calculating the net presentvalue of an investment requires information on the long -term changes to annual cash
and resource flows. It is important for benefit -cost analysis, therefore, to be able to model effects as they occur over time,
judging both when effects occur over the life course, and whether effects change over time.

As we describe in detal in Chapter 3, WS | P P 6 ost imaelel explicitly requires two user-supplied time-dimensioned
effect sizes. Most often, the research evicgence from the meta-analyses will be conducted for outcomes that are observed
within the first year or two following program participation. For example, the typical follow -up period for program
evaluations of substance abuse treatment programsis about one year. Rather than simply assume that this nearterm



effect size (and standard error) persists in perpetuity or, on the other hand, drops to zero in year two, the WSIPP model
allows the inclusion of a second effect size (and standard error).

We use various procedures to estimate the second effect size (and standard error) depending on the available
information. When a topic has enough studies with extended follow -up measurements, our preferred approach is to
calculate program specific meta-analyses at various follow-up periods to estimate the second effect size and its standard
error. We compute these second effect sizes using steps identical to those described inSections 2.3to 2.6.

Unfortunately, many programs do not have enough research to conduct a program -specific meta-analysis to obtain a
second effect size. In these cases, we use information froma broader group of research studies that we can apply to any
program within that area. We combine effect sizes from all programs in a given research area and regress the effect size
on the follow -up period to estimate the relationship between follow -up period and effect size. Depending on the
research area and available information we may use only the longest follow-up from each study or use all follow -up
periods from a given study.34 We test various functional forms and types of models (fixed and random effects, clustered
on topic and/or study) within a research area to determine the best model based on overall fit and model interpretation.
In a typical meta-regression analysis we first determine whether follow -up period is a statistically significant predictor of
effect size (we use ap-value < 0.10 standard); if not, we generally do not adjust our first effect size.

If the effect size does seem to grow or decay over time, we estimate the second effect size in one of two ways:

1  We use our preferred regression model or meta-analysisto predict an effect size and standard error at a specific
follow -up period; or*®

1  We calculate a multiplicative adjustment (and standard error) from the regression or meta-analysisfor a given
folow-up period that we apply to a programbés first eff
approach may be used if we find that the effect size decays, but we do not suspect that it decays to zero. For
example, we may find that, on average, effect sizes decay by 50% over 36 months, but may not decay fbowing
those 36 months. For a program for which we have little or no longer -term information, we would multiply the
first effect size by 0.5 to get an estimate of the second effect size three years later. We also calculate a standard
error on the decay multiplier of 0.5 and use the formula for the variance of the product of two ran dom variables
to calculate a standard error for the second effect size®®

Finally, in some cases weare unable to estimate program effects beyond the first effect size using either meta -analysis or
regression analysis. This typically occurs withtsecondaryd outcomes. Secondaryoutcomes are those that are not the
prime focus of a program, such as crime outcomes from studies whose primary focus is changes in substance abuse
outcomes. In these cases, we often have few or no rigorous evaluations that measure tle outcome over time and thus we
cannot predict whether program effects on these secondary outcome decay over time. For these secondary outcomes,
until more information is accumulated, we assume that effects decay to zero for all time periods following thos e
measured in the studies.

3 When including multiple follow -up periods from a given study, we cluster our standard errors by study.
% We typically carry out the prediction in STATA with the lincom command.
®*We typically predict the multipliecommand. the standard error with ST/



Exhibit 2. 7.1

Current WSIPP DecayFactors by Outcome

Outcome

Child abuse & neglect
Out-of-home placement
Substance abuse prevention outcomes
Substance abuse treatment outcomes
For most programs
Contingency management (higher-cost)
Contingency management (lower-cost)
Substance abuse outcomes
Brief intervention strategies
Crime
Adult depression, adult anxiety
Adult PTSD

Adult psychosis
Child PTSD
Child ADHD

Child depression
Child anxiety
Child internalizing

Child externalizing, child disruptive behavior

Psychiatric hospitalization
Assertive community treatment
ER prevention for frequent users

Diabetes

Weight change
Intensive/long-term diabetes interventions
Short-term diabetes interventions
Obesity prevention for children
Obesity prevention, adults, high-intensity
Obesity prevention, adults, low-intensity
Obesity
Obesity prevention for children
Obesity prevention, adults, high-intensity
Obesity prevention, adults, low-intensity
Emergency room visits for asthmatic children or
general population
Hospitalizations (readmissions)
PCMH
Outcomes for seriously mentally ill individuals, those
easily lost to follow up
Birth outcomes
Labor market earnings (measured directly)
Case management programs
Job search and placement
Training, no work experience
Training with work experience
Work experience

ES at time 2

ES1
ES1
ES1

0
0
0

ES1*0.137

ES1
ES1*0.52
ES1

ES1*0.743
ES1
0

ES1 *0.00099

ES1*0.4623

ES1*0.72848

ES1 *0.47646

ES1*0478

0
ES1*0.31
0
0
0

o o O o

O O O oo

SE at time 2

SE1
SE1
SE1

0.187
0.125
0.075

§SET * 2.25)

SE1
(SEf * 1.5)°
SE1
(EST* 0.56% + 0.743%* SET
+ SEF* 0.569)>°
SE1
(EST*0.048 + 0.00317°*
SEF + SEF* 0.048)°°
(EST*0.0811° + 0.00099° *
SEf + SEF* 0.0811%)°°
(EST*0.0992 + 0.4623°
SEf + SEF* 0.099%)*°
(EST*0.2803 + 0.7285°*
SEf+ SEF* 0.2803)°°
(EST*0.2012 + 0.47646°*
SEf+ SEF* 0.2012)°°

0.118
0.077

0.054
0.101
0.07
0.012
0.012

0.101
0.086
0.086

0.0861

0.014
0.017
0.032
0.018
0.0013

Time 2

Age 17
Age 17
Age at Time 1 + 10

Age at Time 1 + 3
AgeatTime1+1
Age at Time1+1

Age at Time 1 + 2

Age at Time 1 + 10
Age at Time 1 + 2
Age at Time1+1

AgeatTime1+1
Age at Time1+1

Age atTime1+1
AgeatTime 1+ 1
AgeatTime 1+ 1
Age at Time 1 + 2

Age at Time 1 + 3

Age at Time 1+ 1

Age at Time 1 +7

Age at Time 1 +7
Age at Time 1 +7
Age at Time 1 + 2
Age at Time 1 +5
Age at Time 1 + 2

Age at Time 1 + 2
Age at Time 1 +5
Age at Time 1 + 2

Age at Time 1 + 2

AgeatTime 1+ 1

AgeatTime 1+ 1
Age at Time 1 + 2
AgeatTime 1+ 1
AgeatTime 1+ 1
Age at Time 1 + 2



Chapter 3: Proceduresto Compute 0 Mo n et i z ab | ¥nits fronu EffecoSizes

Chapter 2 described the procedures WSIPPusesto compute effect sizes and standard errorsfrom meta-analyses This
Chapter describesour procedures to convert effect sizes into units of outcomes that can be monetized. Chapter 4 then
describes how monetary values are attached to these® mo n e t ionteoiné umits.

The procedures in this chapter ueas@rognenmed feany shtesopy e aWhlePP S s

gprogram e f f e This seendingly arcane distinction is important for our approach to benefit-cost modeling.

1 AoProgram Effect.6 A finding from an individual program evaluation produces an estimate of whether the
program had an effect on an outcome. For example, a K12 tutoring program may improve high school
graduation rates by four percentage pointsi from, say,75% without the program to 7 9% with the program. This
is aprogram effect. An effectfi in this example, a four percentage point gain in the probability of high school
graduationfi can be monetized directly with the procedures we describe in Chapter 4. If we were only interested
in conducting a benefit -cost analysisbased on the finding of a single program evaluation, we would not need
the procedures we describein Chapters 2 and 3. Rather, we wouldsimply observe the percentage point change
and proceed directly to Chapter 4 to monetize the program effect.

1 A oProgram Effect Size .6 WSIPR however, desires to draw an overall conclusion about a topic by considering
all credible research studies onthe topic, not just the results of a single study. Because of this, for @ch program
evaluation we review, we first convert a program effect into an effect size metric, with the procedures described
in Chapter 2. With this common metric, we are then able to meta-analyze a collection of studies on a single
topic. While this process gains usall of the advantages that come from conducting a meta-analysis,the
downside is that in order to perform a benefit-cost analysis we mustre-convert the meta-analyzed effect size
back into a program effectfi measured in the natural units of the particular outcome. In other words, a meta-
analyzed effect size cannot bedirectly monetized by itself; it must first be re-converted into a program effect.

1 A oProgram Unit Change .6 For purposes of clarity in this presentation, we callaprograme f f ect a oOu
in order to clearly separate the concept from that of an effect size. This Chapter descrites how we compute unit
changesfrom the effect sizeswe describe in Chapter 2.

To continue the K312 tutoring example above, we would compute a D-cox effect size, using Equation 2.3.4, of +0.137 for
the four percentage point program effect in the hypothetical program evaluation. We would then make similar effect size
calculations for all of the tutoring studies in our meta -analysis and might conclude, for example, that the weight of the
evidence finds that tutoring programs, on average, can be expected to have a D-cox effect size of +0.15 on high school
graduation. From this effect size finding, in order to compute a metric that can be used in benefit-cost analysis, we would
apply the procedures described in this Chapter to compute a unit change for the tutoring topic .

Not all program effect sizes are used in the final benefit-cost calculation. For example, we are currently unable to
translate some effect sizes into monetizable units, but we report the effect size as the outcome is still of interest to
legislators and other audiences. Some effect sizes trigger the same monetization routines as oher effect sizes in a meta
analysis. When this happens, the monetizable units are
another in the same analysis (seeChapter 5 for a detailed discussion of these procedures). Additionally, in some instances
where there is only one study or a limited or non -representative sample, WSIPHAnay only report the program effect sizes
from the meta-analysis. Finally, fithe researchliterature has severaloutcomes measured in multiple studies and some
outcomes that are measured in only one study which has a limited or non -representative sample, WSIPP may chooseo
include only the outcomes with multiple effect sizes in the benefit-cost analysis.These instances are noted in the meta
analysis tables on our website.

compa



3.1 Effect Size Parameters from Program Evaluations

As noted in Chapter 2,the WSIPP benefitcost model monetizes changes to outcomes measured as quantities. For
example, outcome quantities might be crimes avoided, increases in high school graduation rates, increases in student
standardized test scores, or reductions in the probability of child abuse and neglect. Depending on whether these
outcome quantities are measured as dichotomies or on continuous scales, the general information needed to compute
quantities includes an effect size (ES) andcertain Baseinformation about the p opulation being served by a program. This
is given in the following equation:
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In the WSIPP benefitcost model, Equation 3.1.1 is operationalized with several usersupplied parameters. For each topic
for which a benefit-cost analysis is to be calculated,these parameters include the following :

Tage average age of a person treated with a program

Magel average age of a person when the first effect size for a particular outcome of the program is measured
ES1 estimated effect size for a particular outcome of a program at Magel

ESeL estimated standard error of the effect size for a particular outcome of a program at Magel

Mage2 average age of a person when a second effect sizefor a particular outcome of the program is measured
ES2 estimated effect size for a particular outcome of a program at Mage?

ES2 estimated standard error of the effect size for a particular outcome of a program at Mage2

Base estimated outcome for the non -treatment group (e.g., the outcome in absence of the program). For

dichotomous outcomes, this is a percentage; for continuous outcomes, it is the standard deviation of
the outcome being measured. The Basemay change with the age of the participant; it is not necessarily
a single number. In many casesthe Baseincreases yearon-year, representing, for example, the
cumulative likelihood of criminal activity over time, or the cumulative likelihood of child abuse or
neglect over time.

The user enters the age of the person treated when the first program effect for a particular outcome was measured; we
call this Magel If the user has conducted a meta-analysis, this first measurement age should represent the average
follow-up period in the underlying program evaluations in the meta-analysis. For example, in juvenile justice literature,
criminal recidivism typically is measured one or two years following treatment. The user will also enter the other two
parameters centered on this first measurement age: the effect size ESJ, and its standard error, ESsgL, as calculated with
the procedures in Chapter 2.

Next, the user repeats this sequence for a second measurement periodfor a particular outcome. That is, a userenters the
age of the person treated when a second program effect was measured or projected; we call this Mage2. Mage2will
always be greater than Magel; it is designed as a way to project the longer run effectiveness of a program. Program
effects could decay, grow, or stay the same as time passes, following treatment. The second followup period allows the
modeling of the trajectory of the se longerdrun effects. The user will also enter the other two parameters centered on this
second measurement age: the effect size ES, and its standard error, ESg2.

Many program evaluations do not measure effect sizes at multiple follow -up periods. Therefore, it is unlikely that the
second period effect sizes will come from the procedures described in Chapter 2. If, however, the user has conducted a
meta-regression, it may be possible to make inferences about the longer run effect sizes. As noted in Section 2.7,
increasingly WSIPP conducts metaregressions to inform our projection of longer -term program effect sizes.

For example, in thejuvenile justice program called Functional Family Therapy(FFT)the assumed treatment age for the
averagejuvenile in this program is 17. Next, the user inputs six of the eight parameters for the crime outcome measured
for FFT.The first effect size is-0.261 and has a standard error of 0.096. For this program, our review of the FFT evaluations
indicates that the average follow-up period is about two years; thus, we enter age 19 as Magel The second effect size,
-0.261, is entered for age 29 with a standard error of 0.096. In the case of juvenile justice programs,the longer-term
outcome is the same as that entered at the first follow -up period because our meta-regressions have indicated that



effects of programs on crime effects do not appear to fade out as time passes. In outcomesin other public policy areas,
Kd12 student test scores for example, we have found through meta-regressions that test scoreseffects decay over time.
The WSIPP model accommodates the modeling of these time dimensioned outcomes with this two point process .

The user selects the appropriate population for each outcome affected by a program. The actual Baserates for each
program outcome are input separately within the model . For example, for education outcomes, the user selects whether a
program affects all students or low-income populations. This selection will then direct the model to use the base inputs
(high school graduations rates, test score information, and other parameters) entered elsewhere in the model.

3.2 Monetizable Unit Changes from Effect Sizes from Program Evaluations

Once theseeight parameters are exogenously computed and entered into the mode| software, we follow several steps to
compute monetizable cunit c h a n gWesegih by computing unit changes for each outcome directly measured by the
program evaluations. The unit changes are the quantity of change in outcomes we can expect from a program or policy,
compared to th e outcomes of people who do not receive the program.

For continuously measured outcomes, as given by Equations 3.2.1 and 3.2.2, the change in units at the first and second
measurement ages,Mageland Mage2 is calculatedsimplywi t h a Ceffécesizédand aBasevariable, which is
measured as a standard deviation of the outcome measurement.

og® 0 6 di QO°Y
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1) We distribute the unit change calculated at Magel(Equation 3.2.1) to the ages between Tageand Magel

2) We distribute the unit change calculated at Mage2(Ejuation 3.2.2) to ages Mage2and after.
3) For ages ranging from Magelto Mage2 we linearly interpolate the unit change between Mageland Mage2

In Monte Carlo simulations, Equations 3.2.1 and 3.2.2 are implemented using random draws from a normal probability
density distribution with the effect size (ES and ES) and its standard error (ES.;and ES). A common randomly drawn
seed is used to compute both Qnagerand Qnuageofor each Monte Carlo case.

For dichotomously measured outcomes,  as given by Equations 32.3 and 3.24, the change in units (percentage point
changes in the outcome), Qmage at the first and second measurement ages,Mageland Mage?2 is calculated with a D-cox
effect size and aBasevariable, which is measured as gpercentage. Exhibit 3.0 provides a numeric example to illustrate
these procedures for dichotomous outcomes, which is slightly more involved than that for continuous outcomes.
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1)

2)

3)

4)

5)

6)

7

8)

Equations 3.2.3 and 3.2.4 compute the percentage change in a dichotomous outcome (Qyage1 @Nd Quaged
measured at the two ages, Mageland Mage2 using the D-cox effect size formula (seeChapter 2). The unit
change is calculated with the effect sizes at the two ages and iscalibrated relative to the base rate for the
outcome measured at Mageland Mage2 respectively. In the example calculation in Exhibit 3.0, we show this
in columns (2), (3), (5), and (.

The standard errors Qsemaga @nd Qsemaged Of the unit changes at Mageland Mage2are calculated using
equations 3.2.5and 3.2.6. The standard errors are the absolute value of the product of the unit change
(Qmagd times the coefficient of variation (ESe/ ES in the effect sizesat each age.In the example calculation
in Exhibit 3.0, we show this in columns (3), (10), and (11).

For ages ranging from Tageto Magel we distribute the percentage change calculated at Magelto the ages
between Tageand Mageland then multiply the perce ntage change by the base rate at each age.In the
example calculation below, we show this in columns (8) and (9).

For ages beyond Mage2 we distribute the percentage change calculated at Mage2to ages Mage2and after
and then multiply the percentage change by the base rate at each age. In the example calculation below, we
show this in columns (8) and (9).

For ages ranging from Magelto Mage2 we linearly interpolate the percentage change between Mageland
Mage2and then multiply the percentage change by the base rate at each age. In the example calculation
below, we show this in columns (8) and (9).

For the standard errors in the unit changes for ages ranging from Tageto Mage2 we distribute the
coefficient of variation calculated at Mageland then multiply the coefficient by the unit change at each age.
In the example calculation below, we show this in columns (10) and (11).

For the standard errors in the unit changes for ages from Mage2and beyond, we distribute the coefficient of
variation calculated at Mage2and then multiply the coefficient by the unit change at each age. In the
example calculation below, we show this in columns (10) and (11).

When the model is run in Mont e Carlo mode, the unit change is calculated for each year with a normal
probability density distribution with a mean (column (9) in the example) and the standard error (column (11)
in the example). A common random seed is used for all years for each draw d a Monte Carlo simulation.
For these dichotomous outcomes, it is possible with the procedures above to draw an outcome above 1.0
or below 0. To avoid this illogical draw, we implement bounding rules. If a random draw results in a unit
change that produces an outcome above 1.0 probability, then that draw is set so that the unit change
produces an outcome probability equal to 1.0. Similarly, if a random draw results in a unit change that
produces an outcome below zero probability, then that draw is set so th at the unit change produces an
outcome probability equal to zero .



Exhibit 3.2.1

Example of Procedure for Computation of Dichotomous Outcome Unit Changes

Load the Exogenous Compute Changes at Magel Compute Unit Changes and Standard
Information and Mage2 Errors for All Years
Compute Load base
the rates for | Compute compute
Load the coefficient the the Compute Distribute ~ Compute the
tw o effect of outcome at| treatment  the unit the Unit Distribute  standard
sizes at variation at each group rate change Compute the [ percentage  Change the error on
Magel and magel and follow up | at magel (pct percentage | change to (pct coefficient  the Unit
age Mage2 mage2 age and mage2  points) change other years points)  of variation Change
€] (2 3) (4) (5) (6) () (8) () (10) (11
34 0.240 -0.229 -5.5% 0.500 0.027
35 -0.200 0.500 0.240 0.185 -0.055 -0.229 -0.229 -5.5% 0.500 0.027
36 0.240 -0.083 -2.0% 0.500 0.010
37 0.050 1.000 0.240 0.255 0.015 0.064 0.064 1.5% 1.000 0.015
38 0.240 0.064 1.5% 1.000 0.015
39 0.240 0.064 1.5% 1.000 0.015
40 0.240 0.064 1.5% 1.000 0.015
41 0.240 0.064 1.5% 1.000 0.015
42 0.240 0.064 1.5% 1.000 0.015
43 0.240 0.064 1.5% 1.000 0.015
44 0.240 0.064 1.5% 1.000 0.015
Inputs
34 Tage (age of person at time of treatment)
35 Magel (age of person w hen outcome first measured)
-0.200 ES1 (effect size at Magel)
0.100 SE1 (standard error at Magel)
37 Mage?2 (age of person w hen outcome is measured a second time)
0.0500 ES2 (effect size at Mage2)
0.050 SE1 (standard error at Magel)




3.3 Linked Effect Size Parameters

As noted in Section2.1, one of the characteri st i-costmadélingWédhe Métugiecnofappr oach t
researchthat establishes how one outcome is linked to another outcome. In the expressionbelow, these linkages are the
relationships between Outcomeand Outcome.

QR £ QU AWES6 0 OEhd Qe VWO 0 VEA'D 6 0 GEhGAMED | € "QICWIHO 6 OE 6 'Q

The benefit-cost model then uses these linkages to supplement the direct findings from program evaluations (shown in

the expressionas the direct effect of a Programon Outcome). The magnitude of these linkages are estimated with the

meta-analytic procedures describe in Chapter 2, although we do not measure or predict an effect size at a second time

period (or decay factor). The linkages are computed with the estimated mean effect size and standard error of

relationships between outcomes measured in evaluation studies, and other monetizable outcomes. For example,crime as

a juvenile reduces the probability of high school graduation (and the resulting labor market earnings boost that high

school graduation allows). Crime has an effect sizeof -0.393 on earnings via high school graduation, with a standard error

of 0.091.The oO0age atti avihs kihp rleé@i nsdé i s indicated as 18; this mean:
school graduation through crime begin at age 18. This also means that if a program has a direct impact on the crime

after age 18, thenit is too late to activate thes e linked benefits of high school graduation.

In another example, preterm birth increases the likelihood of infant mortality, and thereby reduces the expected labor

market earnings and other lifetime benefits for preterm infants compared to full term infants. From a primary analysis of

Washington State data (described indetaili n WS| PP&s Heal t h Ca'rthe efffa sizh of pretanh bitAp pe ndi x
on infant mortality is 1.103 with a standard error of 0.072.Infant mortality by definition occurs within in the first year of

l'ife, so we set the oOage at whi-vale afl fatliraexgeaed behefitpbatktogagel.s 6 t o 1

For links that do not occur at a specific, consistentpoint in tim e (such as the effect of alcohol use in middle school on
future alcohol use disorder), we apply the linked effect to all years following program intervention. We list our current
estimates for the IAppendbages i n this reportds

" Westley, E. & He, L. (2017)Estimating Effects of Birth Indicators on Health Care Utilization Costs and Infant Mortality: Technical
Appendix Olympia: Washington State Institute for Public Policy.


http://www.wsipp.wa.gov/ReportFile/1666
http://www.wsipp.wa.gov/ReportFile/1666

3.4 Unit Changes from Linked Effect Sizes

For linkages between outcomes the user enters a single effect size, standard error, and age ofthe person to whom the
measurement applies. To compute the linked unit change from these link effect sizes, we follow analogous proceduresto
those described in Section 3.2, above.

For continuous outcomes, as shown in Equation 3.4.1, the linked unit change at each age is simply the linked effect size at
LinkAge multiplied by the standard deviation unit in which the outcome is measured using the following equation:

o8® 0 Q¢ Q0 8 &Mi QoY

For dichotomous outcomes, as shown in Equation 3.4.2, the linked unit change for linked effect sizes is computed as
described in the previous section. We first compute the percentage change in the outcome measured for the linked effect
size at the age of the link supplied by the user, using the D-cox effect size formula (seeChapter 2).
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3.5 Monetizable Unit Changes for Benefit -Cost Calculation , When a Linked Outcome is Present

When a linked outcome has been established and entered, the model will use the result to complete the steps in
expression (on the previous page). As the model runs, it searches for any possible links to the direct program outcomes
measured, and then implements the procedures in Sections 3.3 and 3.4. The linked unit of change (Programon Outcome)
is simply the multiplicative product of the unit change from the program evaluation (Programon Outcome) and the unit
change from a relevant link (Outcome on Outcomeg). We do not currently estimate links from outcomes measured with
elasticities or semi-elasticities.

To illustrate the computations with hypothetical numbers, suppose that the juvenile justice program Functional Family
Therapy (FFT) reducesajv eni | ed s c r of madivipn by tem geicdntage points. This is the program unit
change as described inSection 3.2 (Programon Outcomeg). Further, suppose that a juvenile that engages in crime has a
reduced probability of graduating from high school of 20 percentage points. This is the linked unit change as described
in Section 3.4 (Outcome on Outcome). Then, multiplying these two changes, FFT can be expected to increase the high
school graduation probability (Programon Outcome) by two percentage points (0.10 X0.20 = 0.02). That is, if the
evaluations of FFT had measured high school graduation as an outcome, we would have expected the result to have been
atwo percentage point increase in high school graduation probability. When the benefit -cost model is run, Monte Carlo
simulation is used to estimate this linked relationship and its standard error (with random draws from normally
distributed mean effects and standard errors for the first two steps in the expression). In the benefit-cost model, the
benefits of FFT will then be compute for a 10% change in crime outcomes and a 2% change in high school graduation.
Again, these particular numbers are hypothetical and for illustration purposes only; our actual current estimates for FFT
are different than this illustrative example.



Chapter 4: Proceduresto Estimate Monetary Benefits of Outcome Units

As summarized in Chapter 1, the WSIPPmodel is an integrated set of estimates and computational routines designed to
produce internally consistent benefit -to-cost estimates for a variety of public policies and programs. The model implements a
standard economic calculation of the expected worth of an investment by computing the net present value of a stream of
estimated benefits and costs that occur over time, as described withthe following equation:
. 0 0 &

R “p oai
In this basic model, the net present value (NPV) of a program is the quantity of the outcomes produced by the program or
policy (Q) in yeary, multiplied by the price per unit of the outcome (P) in yeary, minus the cost of producing the outcome (C)
in yeary. The lifecycle of the annual cash flowsis present-valued to the average age a person is treated (tage) and coversthe
number of years into the future over which they are evaluated (N). The future values are expressed in present value terms
after applying a discount rate (Dis). An internal rate of return on investment can also be calculated from these annual cash
flows. As noted, many of the values summarized in Equation 4.0.1are estimated or posited with uncertainty; we model this
uncertainty using a Monte Carlo simulation to estimate the riskiness of benefit-cost results.

The first term in the numerator of Equation 4.0.1Q,,i s t he esti mated numberypooducedbyttheo me ou
program or policy. The procedureswe useto develop estimates of Q, are described in Chapters 2and 3. In this Chapter, we
describe the various methods we use to estimate the price term, P,, in Equation 4.0.1.

4.1 Valuation of Labor Market Outcomes

Several of the outcomes measured in the benefit-cost model are monetized with how a program -induced change in an
outcome affects lifetime labor market earnings. Measuring the earnings implications of human capital variables is a common
approach in economics?® Section 4.1adiscusses the common data sources we use for # of the estimates involving labor
market earnings, including those using a human capital approach as well as those derived fromdirectly measured
employment and earnings outcomes. Other parts of Chapter 4 present additional outcome -specific parameters,along with
the computational routines, to produce estimates of labor market earnings.

In the current version of the benefit -cost model, the following outcomes are monetized, in part, with how changes in an
outcome affect labor market earnings (see Chapter sections in parentheses for more information on each outcome):
1 High school graduation (Section 4.7)
Standardized student test scores Section 4.7)
Number of years of completed education ( Section 4.7)
Higher education achievement (Section 4.8)
Morbidity and mortality costs of alcohol and illicit drug disorders, and regular smoking ( Section 4.4)
Morbidity and mortality costs of mental health disorders ( Section 4.9)

=A =4 =4 4 -4 4

Morbidity and mortality costs of health care outcomes ( Section 4.10)
1  Morbidity and mortality costs of child abuse and neglect (Section 4.3)

One way the model organizes earnings is by educational subgroup. These educational subgroup calculations are described in
Section 4.1b. In addition, the benefit -cost model estimates earnings streams andemployment rates by populations relevant to
the workforce at large. These calculations are described inSection 4.1c. Calculations of variations in labor market earnings and
employment by various health conditions, mental health disorders, and substance use disorders are described in Section 4.1d.

* See, for example, Heckman, J.J., Humphries, J.E.,& Veramendi, G. (20T5)e causal effects of education on earnings and healtiWorking
Paper March 12, 2015. See also, Rouse, C.E. (2007). Consequences for the labor market. In Belfield, & Revin, H.M. (Eds.)The price we
pay: Economic and social consequences of inadequate educati@op. 99-124). Washington, DC: Brookings Institution.; Krueger, A.B. (2003).
Economic considerations and class sizeThe Economic Journal, 11@185), F34F63; and Hanushek, E.A. (20045ome simple analytics of
school quality (NBER Working Paper No. 10229). Cambridge, MA: National Bureau of Economic Research.



The valuation of household production is described in Section 4.1f. Finally, outcomes may directly change earnings or change
earnings through the probability of employment. These calculations are described in Section4.1e

4.1a Calculating Earnings

Earnings Data and Related Parameters . In the benefit-cost model, all earnings-related estimates derive from a common

dataset. The estimates are taken from theoutgoing rotation ofthe USCensus Bur eauds March Suppl en
Current Population Survey (CPS), which provides, annually, cross sectional data for earnings by age and by educational

status® To keep the model as simple as possible, we gatherdo p er son svaf ir @lnl ¢ hary i@ 1S PEARNAL,

person total earningsii this variable measures income from earnings, not total money income and 2) A_AGE, age by

single year. These data are representative of theU.S. population, not just those living in Washington State.

To prevent our long term earnings projections from being based on a single year of data, a, we compute the average
employment rates and present-v al ued earnings across an entire otrough to tr
potential bias from single year earnings and employment data that may be particularly strong or weak.

We use data that attempts to match the November 2001 to June 2009 business cycle as reported by NBER? We usethe
2002 through 2010 March CPS files, as the March CPS covers earnings for the prior yeafhe sample was restricted to
persons age 18 to 65 inclusive and weighted by the CPS march supplement final weight scaled such that the sum of the
weights is equal to the number of unweighted observations in the data. From this sample, we ran a regression to
compute average earnings per person by single year of age. We refer to this asCPSEarnAll

This regression was run in SAS (9.4) using PROC RE$% given by the following equation:
P Owi ¢ogm [pz! "' % rgz! ' % oz92 [tz9 2 88 rpm92

It is important to note that the average earnings reported are for all people at each age, not just for those with earnings.
Thus, the CPS dataseries we include in the model measures both earnings of the earners and the rate of labor force
participation. This distinction becomes important when we discuss how these earnings estimates are used to monetize
specific outcomes. The raw CPS earnings dad and the fitted curve from the predicted values of the regression are plotted
below. Numbers are inflated to 2014 dollars using the IPD described in more detail in Section 4.11f. Futher adjustments,
described below, adjust the data to match the future labor market in Washington.

®The data are accessed from the oDat aFer rreetBurgauafphp Census dvailable froof t he US
http://dataferrett.census.gov .

“° A business cycle is the length of time between peaks (times when the economy begins to shrink after growing) or between troughs

(times when the economy begins to grow after shrinking). The Business Cycle Dating Committee of the National Bureau of Economic

Research reports peaks and troughs on its website athttp://nber.org/cycles/cycl esmain.html.


http://dataferrett.census.gov/
http://nber.org/cycles/cyclesmain.html

Exhibit 4. 1.1

Current Population Survey Earnings, 2014 Dollars,
(Actual and fitted quadratic distributions)
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State-specific Adjustment for Wages. We use an adjustment ratio to approximate earnings in Washington State relative
to the national average. The CPS sampling was not designed to be representative at the statdevel, so we use information
from the 1-year American Community Survey Public Use Microdata Sample(PUMS)for the years 2001 to 2009 to match
the business cycle used in our general earnings calculations from the CP$! We estimate a similar equation as that on
earnings level but include a Washington State dummy variable. We divide the predicted earnings including the
Washington State dummy variable by the observed earning in the whole country * That percentage differential in
earnings is used to adjust the national earnings calculated by the CPS to Washington.

Growth Rates in Earnings. Since these CPS data are cross sections for the mostcent CPS year, and since our benefit
cost analysis reflects life cycle earnings, we also compute an estimate of the long-run real rate of change in earnings. We
collect the same cross sectional CPS information for the last six businesscyclesi 1971 (with data for 1970) to 2010 (with
data for 2009).43 We adjust the series for inflation using the U.S. Implicit Price Deflator for Personal Consumption
Expenditures from the U.S. Department of Commerce (see Section 4.11f). We then fit a log-linear model: In(earningg = a
+b(year). We correct for autocorrelation with the SAS Proc AutoReg autoregressive model with two lags. We use the
coefficients from the model as our real growth rate in earnings.

Employee Benefits. The CPS data are for earnings and do not include employee benefits associatd with earnings. To
measure these additions to earnings, we include an estimate of the ratio of total employee compensation to wage and
salaries. We compute these estimates from the Bureau of Labor Statistics (BLS) Employer Costs for Employee
Compensation (ECEC), which is calculated from théNational Compensation Survey (NCS.* The ECEC includegaid leave,
supplemental pay, insurance, retirement and savings, and legallyrequired benefits.*

“Datafiles are downloaded from the US Department of Commerce, Bureau of the Census, available from
https://www.census.gov/programs - surveys/acs/data/pums.html

“’The variables in the regression included age, age”2, a WA state dummy and year dummes. In the PUMS, earnings is the sum of two
variables: wage and salary earnings (WAGP) and seémployment earnings (SEMP).

“We use a sample including persons ages 1865 for our calculations of the adjustment of Washington State -specific wages and the
growth in earnings.

“4U.S. Bureau of Labor Statistics. (2016 Employer costs for employee compensatidn December 2015(USDI-16-0463), Washington DC:
Author. Data retrieved March 30, 2016 from http://www.bls.gov/news.release/pdf/ecec.pdf .

“*Ibid.


http://www.bls.gov/news.release/pdf/ecec.pdf

Exhibit 4. 1.2
Earnings Adjustment Parameters, General Population

Parameter Value

Annual real growth rates in earnings 0.0137
Benefits-to-earnings ratios 1.4410
Annual growth rate in the benefits -to-earnings ratio  0.00041

Ratio of state to national median earnings 1.036

Exhibit 4.3 displays the quarterly national ECEC ratio of total compensation to total wages for all civilian workers. We fit a
linear-log model (ratio = a +b(In(quarter)))to the historical series and then forecast the annual values for 2012and 2042
from which we compute a forecast of the annual rate growth in the benefit ratio over the 30 year interval. The 2014 year
benefit ratio and the calculated growth rate are then entered into the model.

Exhibit 4. 1.3

Employment Cost Index, 2004 to 2012
Ratio of total compensation to total wages and salaries,
Actual and fitted linear-log values
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General Mortality Adjustment to Earnings. ~ Within our monetization routines, the change in earnings is estimated by
comparing the predicted lifetime earnings of a person who experienced a program with the predicted lifetime earnings of a
person who did not. We use CPS data to represent the predicta earnings of that non -participating person. However, the
CPS surveys living people, so the numbers do not include the chance that a person has died. Using the general life table
described in Section 4.11c, we adjust the predicted labor market earnings for the probability of survival in each year after
participation in a specific program or intervention.

The earnings series is then used in the benefitcost model to estimate labor market -related benefits of a number of
outcomes, as described in other sections of this chapter. For example, in each yeary), the basic CPS earnings series is
adjusted with the factors described above as given by the following equation:
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In this example, for each year(y) from the age of a program participant (tage) to age 65, the annual CPS earnings for all
people (EarnAll) are multiplied by one plus the relevant real earnings escalation rate for all people (Esll) raised to the



number of years after program participation, times the fringe benefit rate for all people (FAll), multiplied by one plus the
relevant fringe benefit escalation rate for all people (Esd-All) raised to the number of years after program participation,
multiplied by a factor to apply the Implicit Price Deflator for the base year dollars (IPDy,sd chosen for the overall benefit-
cost analysis relative to the year in which the CPS data are denominated(IPD,9, multiplied by the ratio of state -to-national
earnings for all people (StateAdjAl), multiplied by the general probability that the person is alive (ProbLife) to realize those
benefits.

4.1b Earnings by Educational Attainment

In addition to the general population, the WSIPP model monetizes the differences in earnings for people of different
educational levels to calculate the value of educational attainment (see Section 4.7c and Section 4.8b). We use the CPS
variable A_HGA, educational attainment by the highest level completed, to subset the sample by education. We perform
the calculations described in Section 4.1a using subsets of the data sample for four educational status groupings (and
two subset groupings):

Those who did not report completing high school but completed 7 th grade or higher (CPSEarnNHS®G
Those who reported completing high school with a diploma ( CPSEarnHS§

Those with some college but no 4-year degree (CPSEarnSomeCpl

Those with some college but no degree of any type (CPSEarnSomeColNoDegijee

Those with a 2-year degree (CPSEarr2yrDegreé

=A =4 =4 4 -4 =4

Those with a 4-year degree or more (CPSEarn4yrDegreg

For each of thesesix groups, we replicate the regressions and modeling to determine separate earnings by age
distributions and different earnings growth parameters, displayed in Exhibits 4.4and Exhibit 4.5° We assume that students
do not earn money for the time spent in higher education, and so for college populations, we set earnings to zero for the
expected time spent in college (described in Section 4.8b).

The current BLS data for the EECdoes not allow the index to be broken out by education achievement level. Therefore we
enter the same valuesfor benefits for each educational group. It is, of course, likely that there are differences in the base
rate and the expected growth rate in benefits by educational level. The model is structured so that these parameters can be
included in the future when relevant inputs can be located.

“®The CPS does not ask about Associateds degrees before 1992. To

earnings, we use the long term growth rate in earnings for the some college po pulation for the two some college subset populations.

bett



Exhibit 4. 1.4

Current Population Survey Earnings, 2014 Dollars,
(Actual and fitted quadratic distributions) for six educational groupings
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Exhibit 4. 1.5
Earnings Adjustment Parameters by Educational Attainment

7" grade High Some College
but less 4-year
to non school college no
. than 4- degree or
high graduate degree of
school only any type year more
degree
Annual real growth rates in earnings -0.0062 0.0053 0.0095 0.0095 0.0095 0.0115
Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441 1.441
Annual growth rate in the benefits -to-earnings ratio 0.00041 0.00041 0.00041 0.00041 0.00041 0.00041
Ratio of state to national earnings 1.079 1.074 1.007 1.003 0.986 0.935

These adjustment parameters are applied as described inEquation 4.1.2. Exhibit 46 below displays the 2015 projected
earnings for a program that begins in year 18.



Exhibit 4. 1.6

WSIPP Projected Compensation, 2015 Dollars,
(Adjusted Earnings starting at 18) for six educational groupings
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4.1c Earnings by Population Characteristics

The WSIPPmodel also values earnings for populations not defined by educational attainment. For example, WSIPP

estimates values for someprograms that directly target the labor market. We therefore segmented the earnings data into
sub-populations that closely align with individuals who participate in different types of workforce training programs. To
create these populations we use the following variables from the March CPS supplement data dictionary: A_WKSLK, A_LFSR,
A_FAMREL, A_MARITL, and A_HGHKe calculate earnings by age using the methods describedin Section 4.1a for four
workforce subgroups in addition to that for all people :

M  Short-term unemployed (nine or fewer weeks),

1 Long-term unemployed (more than nine weeks), non-college graduates,
1  Not employed single parents, and

T  Not employed single parents (HS education or less).

The calculation of earnings escalation and the state specific adjustment are calculated as the average of the applicable
calculated earnings by education subgroups. For each of these four groups, we replicate the regressions and modeling to
determine separate earnings by age distributions and to calculate the percent of the subgroup that is employed (has
earnings greater than 0). We calculate growth parameters and state adjustment factors based on combinations of relevant
education subgroups. Our factors are displayed in Exhibits 41.7 and Exhibit 4.1.8.



Exhibit 4. 1.7

Current Population Survey Earnings, 2014 Dollars
(Fitted quadratic distributions) for workforce sub populations

$60,000
$50,000 = Al People
% A
c $40,000 = Short-term unemployed
c
§ $30,000
) Long-term unemployed (no
? $20,000 college)
)
5: $10,000 Unemployed single parents

$om

18 23 28 33 38 43 48 53 58 63 - Jnemployed single parents

-$10,000 (high school or less)
Age of person

Exhibit 4. 1.8
Earnings Adjustment Parameters byWorkforce Population

Long-term Unemployed pnemployed
Short-term . single parents
All people 1 unemployed single .

unemployed 2 1 (high school or

(no college) parents B

less)
Annual real growth rates in earnings 0.0137 0.0137 0.0028 0.0137 -0.0005
Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441

Annual growth rate in the benefits -to-

. . 0.00041 0.00041 0.00041 0.00041 0.00041
earnings ratio
Ratio of state to national earnings 1.036 1.036 1.052 1.036 1.076
Probability of employment 0.770 0.823 0.679 0.391 0.366

Notes:

! Subset of all people.

2 Average of factors for less than high school, high school graduate, and some college education subgroups
® Average of factors for less than high school and high school graduate education subgroups.



4.1d Earnings and Employment used in M odeling Disease and Disorder

The literature concerning the effects of health conditions, mental health disorders, and substance use on labor market
earnings predominantly focuses either on the change in employment status or the change in earnings given employment.
The standard analysis of earnings described in the sections above uses a single number for the average earnings of all
people whether employed or unemployed. When valuing the changes in labor market earnings due to health conditions,
mental health, or substance use disorders,we use the general population from the CPS to estimate base parameters (see
Exhibit 4.1.9). As mentioned in Section 4.1d, to prevent our long term earnings projections from being based on a single
year of data, we compute the average employment rates and presentv al ued earnings across an ent.
business cycle.This allows us to avoid potential bias from single year earnings and employment data that may be
particularly strong or weak. We then apply the effect of the condition or disorder on rate of employment and the effects
of the condition or disorder on the level of earnings if employed (compared to the general population). We do this across
a broad age range (18-65) as well as for a more limited population of older people (50-65). The procedures we use to
compute the value of earnings for various conditions and disorders are described in detail in Section 4.4d.

Exhibit 4. 1.9
Base Assumptions forEarnings and Employment,Business cycle
Developed from 2002-2010 March Supplement of the CPS(2014 dollars)

Mean earnings of SD of earnings of Percent of population
workers workers that works
Ages 18-65 47,075 56,025 78.04%
Ages 50-65 56,433 67,018 70.67%

4.1e Valuation of Earnings and Employment Outcomes

This secti on des c-castmedeling/ws lebdrAmarket duteamesfthattare measureddirectly in program
evaluations, and not estimated via educational attainment, health condition, mental health disorder, or substance use
disorder. Evaluations of programs such as workforce training strategies often measure the percent change in earnings for
participants as a result of their participation in the program. Sometimes evaluations also measure changes in employment
rates.

Earnings. The benefit-cost model directly monetizes changes to labor market earnings. Estimated program effects on

earnings are calculated with a meta-analysis of elasticitydo e f f ect si zesdé which result in an e:
earnings. We multiply this estimated percent change in earnings by the projected earnings for the specified population in

each year(see Section 41c for a description of these populations) . After adjusting for loss of earnings due to death in the

participating population, the percent change is applied to the projected stream of annual earnings for the specified

population produced by Equation 4.1.2.

Employment . Some programs do not measure changes in earnings directly. In such situations, we monetize the
employment rate instead, which requires an extra step and assumption We estimate the change in earnings caused by a
program by multiplying the change in employment produced by the program by the expected earnings of a pe rson as
shown in the following equation:

Yoan 0¢n001 ¢
p QQI

198 0 JOOi ¢

PopEarn is estimated bydividing the expected earnings of the population analyzed by the percent of the population that
is employed. Because of this extra step required in monetizing employment, we prefer the direct measure of labor market
earnings, and use that where available.



4.1f  Household Production

In addition to the value of reduced or lost labor market value in the commercial economy, many studies of morbidity and
mortality costs include estimates of the reduced or lost value of household production . We adopt that approach in our
model for all of the conditions that have a chance of leading to death (i.e., ATOD, mental health disorders, health
conditions, child abuse & neglect). The model computes the value of lost household production that might be sh ifted to
another in the event of death . Monetizing the value of household production is a common procedure in cost -of-illness
studies.*” We estimate 19.5 hours per week for household production. This estimate is based on an assumed 1.5 hours per
day for housekeeping services, 1.0 houmper day for food preparation, and 2.0 hours per week for household
maintenance. These estimates aresimilar to the 21.4 hours per week calculated by Douglass et al, (1990)48 The average
shadow wage rate for these three household services was taken from United State Bureau of Labor Statistics data on
average wage rates in Washington in 2004 for each service®
Exhibit 4. 1.10
Household Production Parameters

Hours per week 195
Dollars per hour 10.08
Year ofdollars 2004
Shift parameter intercept 0.4273
Shift parameter x 0.0183
Shift parameter x*2 -0.0002
Year to begin the shift process 18

Annual probability that someone reattaches to

0,
some else following death of spouse 10%

To compute the household production effect , we begin with the following equation:

(414 Hg=HOURSS$HOUR52* PISHIFT * INFLATION

Not all of the value of lost household production is shifted to others if a person dies or is disabled. Some people live
alone and no one else is required to assume the household production if the person becomes disabled or dies as a result
of the disorder. We provide an estimate for this with the variable PrSHIFTg used in the previous equation. This variable
provides an estimate of the probability that a person at age (a) is not living alone and, if he or she becomes disordered,
that the value of his or her household production is shifted to someone else. We estimate this probability with nationa |
data from the same Bureau of Labor Statistics described above The results of this estimation and are computed with the
following equation:

(415) PrSHIFE, -__FHHa
(HHa - GQ)

The probability of shifting household production PrSHIFTain the event of a disorder is given by the total number of
people in households with family members (FHHa) divided by the total number of people in households ( HHa) (less
those living in group quarters (GQa4)). Values for all three variables come from the CPS.

47 See, for example, Max, W., Rice, D., Sung, H., & Michel, M. (2004jaluing human life: Estimating the present value of lifetime earnings,
2000 (Paper PVLE2000). San Francisco: University of CalifoaniSan Francisco. Retrieved June 30, 2011 from
http://escholarship.org/uc/item/82d0550k#page -1

“® Douglass, J., Kenney, G., & Miller, T. (1990). Which estimates of household production are bestiburnal of Forensic Economics,(), 25
45.

49 Bureau of Labor Statistics. November 2004 Occupational employment and wage estimatesRetrieved June 30, 2011 from
http://www.bls.gov/oes/current/oes_wa.htm#b39 -0000.
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The annual cash flows of lost household production associated with having a disorder of type t is estimated with the
following equation:

P
(416) $HF{y :a Hp+y—1*(1+ EF’Qy_l* EE:*PFt)p*'l
p

In this equation, $HPty is the annual cash flow of shifted household production in year y, wherey is the number of years
following participation in a program .

4.2 Valuation of Crime Outcomes

This section des c-cdastmedel thll 8dtirRafes the mometary Valud to taxpayers and victims of
programs that reduce crime. In this Chapter, we describeour methods, data sources, and estimation procedures

The current version of WSIPPG&6s model appr oac h.gsst welcanputer i me v a
the value to taxpayers if a crime is avoided Second, vwe estimate the value to would-be victims of crime, if that crime is

avoided.>® To model avoided crime costs from these two perspectives, we estimate life-cycle costs of avoiding seven major

types of crime and 11 types of costs incurred as a result of crime In addition to computing the monetary value of avoided

crime, the model estimates the number of prison beds and victimizations avoided when crime is reduced.

To monetize crime, our benefit-cost model uses four broad categories of inputs:

1) Criminal patterns for different populations (Section 4.2aj These patterns serve as thebasis for determining the
timing and magnitude of expected costs or cost savings if a program is demonstrated to change crime
outcomes.

2) Criminal justice system probability and length of resource use (Section 4.2fb)We estimate the likelihood that
criminal justice system resources (e.g., prison or jail) will be used when a crime occurs and how long that
resource will be used.

3) Victimizations per trip (Section 4.2cfi To capture the costs to crime victims, we estimate the total volume of
reported and non-reported crime associated with a trip through the criminal justice system.

4) Criminal justice system and victim per-unit costs (Sections 4.2d and.2 e)ii We estimate the cost of each resource
within the criminal justice system and the cost of crime to victims.

This section begins by describingthe methods and data sourcesused to estimate these four types of inputs, and then
turns to the computational procedures that produce the avoided costs of reduced crime.

4.2a Criminal Patterns for Different Populations

To estimate the long-run impacts of evidence-based programs on crime, WSIPP combines program effect sizes with crime
information for various populations in Washington State. To establish the likelihood and timing of crime under usual
circumstances, we calalate how likely it is for an average person in a specific population (e.g., individuals reentering the
community from prison) to commit a crime. For the average person in each population who commits at least one crime, we
estimate how many crimes they commit on average during our follow -up period, and when those crimes occur. We use 15
year recidivism trends for populations involved in the criminal justice system; for the general populations, we estimate the
probability of obtaining a conviction over the | ife-course (50 years).

% There are other costs of crime that have been posited by some commentators and analysts, including private costs and other piblic
sector costs. WSIPP&ds current model does not address theporate addi ti one
some of these additional cost categories.



Crime Parameters. WS| PP&ds c¢cri me popul ation parameters come from o
combines data from the Department of Corrections and the Administrative Office of the Courts. *1 Exhibit 4.2.1 presents
an example of the calculations we perform to determine the following information for each of the populations:

Cumulative Conviction Rate.We estimate the cumulative conviction rate for felony and misdemeanor crime in
Washington over the 15-year (recidivism) or 50-year (life-time offense) follow -up period. We use our criminal history
database to identify the first conviction for individuals during the follow up period, and compute the cumulative
conviction rate using a fitted fourth -order polynomial or lognormal density distribution. These conviction rates become
t he 0 b a ssedto calautae the unit change of the program effect in each year of follow -up (see Section 3.2).

u

Total Trips through the SystemWe calculate the averagenumberof @ r i ps 6 t hrough the cri minal

follow-up period for each population. Each trip represents a single interaction with the criminal justice system, based on a

r a

grouping of court case numbers and date of conviction. We classify thesetrips i nt o otrip typeso6é based

offense for that trip. The mutually exclusive categories from most serious to least seriousare murder, sex, robbery, assault,
property, drug/other, and misdemeanor.

Trip TypeProbability. For people who do commit crimes during the follow -up period, we calculate the average probability of
each trip type across all trips that occurred.

Trip Timing. For those personswho incur at least one trip, we compute the average distribution of the tri ps in time using
a probability density distribution modeled with either a fourth-order polynomial or lognormal distribution . This timing
function distributes the number of trips through the system in time during the follow -up period.

Exhibit 4. 2.1
Crime Parameters from Example Population: Adult Prison (General)

Number
Number of of Trips in Cumulative recidivism/crime over Hazard r ate: timing of

e ETE follow -up years  follow -up the period recidivism/crime

4th order polynomial 4th order polynomial

Constant 0.176274 0.192420

X 0.165020 -0.053450

X -0.024989 0.008429

X 0.001725 -0.000605

X' -0.000044 0.000016
Felony sex Aggravated Felony Felony Misde -
offenses assault property drug /other meanor

Adult prisonii General 15 4.92

Crime b ase population parameters Murder

Robbery

Distribution of average trips where most
serious recidivism or crime offense within 0.003 0.007 0.019 0.076 0.161 0.189 0.546
that trip is:

Criminal Justice -involved Populations. Recidivism isdefined as any offense committed after release to the community,
or after initial placement in the community, that results in a conviction in Washington State from adult or juvenile court. 52
In addition to the 15 -year follow-up period, a one-year adjudication period is added to allow for court processing of any
offenses that occur at the end of the follow -up period.

Wecollectedr eci di vi sm data on fiverpokw! doromecwhlo vhsmaime & dte
years 1993-1999. For adults, we observerecidivism patterns for 1) individuals sentenced and released from Department

of Correct i on sa@d?2]imi@dials sentenced directly 8 BOC community supervision. For juveniles, we

observe recidivism patterns for 3) youth released from Juvenile Rehabilitation Adninistration (JRA) facilities,4) youth
sentenced to diversion through local-sanctioning courts, and 5) youth sentenced to detention/probation through local -
sanctioning courts. We calculated separate crime distributions for each offender population.

com

*WS|1 PP6s criminal hi story database was developed to conduct cri minal

*2 Barnoski, R. (1997)Standards for improving research effectiveness in adult and juvenile justiceDpc. No. 97-12-1201). Olympia:
Washington State Institute for Public Policy, p. 2.
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We further break down the general populations into risk for reoffense categories . Risk for reoffense is calculated using
criminal hi story data to determine off ender smodgratepanchigh | i ty of
risk categories.53 Additionally, we created and analyzed adult and juvenile sex offender populations based on the most

serious current offense of conviction prior to the 15 -year follow-up period.

General Population. To determine the impact of prevention programs on future crime, we calculate the probability that

a person obtains a conviction over the life-course. UsingWS |1 PP&6s cr i mi n a,we $electindiwidugls wh@at abase
were born between 1974 to 1977 (n=354,941) and were convicted of a felony or misdemeanor to determine how many

people were convicted at age 8, age 9, age 10, and so on The 1974 to 1977birth cohort s allow us to use more than a

single birth year and give us a long follow -up period (38 years) We extend the observed 38-year follow-up period with a
probability density function to approximate a 50-year follow-up period.

In our general population calculations, the number of trips per person is the total number of trips divided by the total
unique persons observed the each cohort. The distribution of trips over time for all cohorts within the follow up period
determines trip timing, while the observed trip type determines trip probability. Our cumulative conviction rate is
calculated with a series of adjustments. Fo each cohort, we usestate populatio n data from the Office of Financial
Management to abstract the number of people living in Washington State in that birth cohort year for each follow-up
year. However, we adjust for whether the first trip observed for an individual is the true first trip in Washington State for
that person. Snce people move into and out of Washington, we need to account for the fact that many of our observed
first-time individuals with a trip in the criminal justice system may have alrealy been involved elsewhere before being
convicted in Washington. We adjust the numbered of observed people with first trips in the criminal justice system using
data from the 1997 National Longitudinal Survey of Youth (NLSY97) We compute a ratio of the fi rst conviction compared
to any conviction in a year and we apply that ratio to adjust our observed first trips in the Washington data . >*

In addition to calculating the criminal patterns for a general population, we use this population as the basisfor estimating
three sub-populations, including a general population for : 1) adults, 2) lowincome individuals, and 3) low-income
women. We use the criminological information obtained from each of these sub -populations to serve as the base rate for
estimating program effects serving these populations in Washington.

General Population of Adults. Using the general population just described, analysis reveals that individuals are more
likely to commit crime earlier in life (e.g., before age 30) rather than later. When estimating the effects of programs that
measure crime committed by individuals in the general population greater than age 29, we use a different number of

trips and crime type distribution to estimate the base likelihood of a trip occurring, as well a s the distribution of trip

types. We adjust our assumptions for the general population described above to account for crime that have may already
have occurred. To make this adjustment, we calculate the average trips per person with a conviction and the types of trips
for the later years (>29) in our birth cohorts.

General Population of Low-Income Individuals . We also estimate criminological information for a low income
population by adjusting the general population described above using poverty and arrest data from the National Survey
on Drug Use and Health>® Specifically, we estimate for the low-income population 1) a new base conviction rate over the
life-course and 2) the probability of being convicted for a certain crime.

To do this, we use multivariate logistic regression analysis to determine the effect of poverty on crime with arrests as the
dependent variable and poverty as the independent variable along with relevant control variables (See Exhiht 4.2.2).
Poverty is measured as less than 200% of the federal poverty threshold The coefficient from this model indicates that

*3 See Barnoski R., & Drake, E. (2007Vashington's offender accountability act: Department of Corrections' static risk instrumenfRevised
October, 2008] (Doc. No. 0703-1201). Olympia: Washington State Institute for Public Policy.See also, Barnoski, R(2004).Assessing risk
for re-offense: Validating the Washington State juvenile court assessmer(Doc. No. 0403-1201). Olympia: Washington State Institute for
Public Policy.

** Information is calculated using the unweighted NLSY97. Questions used are sekreported Conviction/Plead Guilty to Charges. We used
a synthetic age to keep a consistent age comparison. The coefficient used is the fitted exponential factor from a regressian In(first
conviction/any conviction) = BO + Bl*age. We apply this odds ratio to adjust, downward, the number of observed people with tr ips in
Washington by year.

%5 US Department of Health and Human Services, Substance Abuse and Mental Health Services Admistration, Office of Applied Studies.
(2010, November 16).National Survey on Drug Use and Health, 2009Computer file]. ICPSR29621v1. Ann Arbor, MI: Inter-university
Consortium for Political and Social Research [distributor]. doi:10.3886/ICPSR29621.
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poverty is significantly related with a greater likelihood of crime ( A= 0.803, p< 0.0001). We use the coefficient to adjust
the base conviction rate (Basg for each yeary over the life-course using the following equation:

Qz0 0i Q
0 wi Q6 wi

89 00706 &i B

We adjust the probability of being convicted for a certain type of crime by conducting individual multivariate regression
analyses for arrests for a violent crime, arrests for a property crime, arrests for a drug crime, and arrests for other crime
We take the ratio of the odds ratios for each of those crime categories relative to the total poverty effect and multiply the
ratio of odds ratios by the crime probability for the non -offender population . We then normalize the trip crime type
distribution to equal one. Our coefficients are displayed in Exhibit 42.2.

Exhibit 4.2 .2
Effect of Poverty on Arrests

Type of arrest

Any Violent Property
Intercept -4.717 -6.457 -7.024 -7.062 -5.111
Poverty 0.803 1.013 1.126 0.630 0.653
Male 1.148 1.213 0.726 1.039 1.196
Age 12-13 -1.095 -0.269 0.623 0.038 -2.160
Age 14-15 0.157 0.734 1.606 0.769 -0.667
Age 16-17 0.598 0.850 1.847 1.525 -0.160
Age 18-20 1.058 0.864 1.904 1.827 0.700
Age 21-25 0.978 0.772 1.277 1.908 0.733
Age 26-34 0.676 0.645 1.498 0.880 0.517
Black 0.462 0.653 0.286 0.512 0.321
Native American 1.008 1.613 -0.168 0.601 0.815
Pacific Islander 0.161 -0.253 -0.666 -0.444 0.443
Asian -1.615 -3.029 -2.317 -1.766 -1.235
Hispanic 0.052 0.299 -0.202 -0.496 0.094
Married -1.019 -1.172 -1.027 -1.291 -0.990
Model Fit 0.750 0.752 0.734 0.778 0.746
Note:

All variables were statistically significant for all models at p < 0.001.

Female Populations 8 General and Low-Income . We also estimate separate criminological information for female
populations. WSIPP follows the same steps as for the general population and low income criminological parameter
estimation described above, but limits the data used in the analyses to women. Exhibit 4.2.3contains the regression
results limiting our NSDUH sample only to women.



Exhibit 4.2 .3
Female Population & Effect of Poverty on Arrests

Type of arrest

Any Violent Property
Intercept -5.030 -7.076 -7.943 -7.101 -5.309
Poverty 1.062 1.223 0.986 1.191 0.980
Age 12-13 -0.242 1.239 1.775 1.124 -2.821
Age 14-15 0.886 1.658 3.007 1.316 -0.319
Age 16-17 1.199 1.522 3.187 0.872 0.515
Age 18-20 1.400 1.604 3.015 1.457 0.891
Age 21-25 1.234 1.587 2.346 1.565 0.839
Age 26-34 1.171 1.150 2.882 1.140 0.841
Black 0.025 0.584 -0.128 -1.155 -0.066
Native American 0.766 0.641 -0.322 0.655 1.003
Pacific Islander -1.502 -0.216 -2.314 -14.514 -1.868
Asian -1.653 -2.237 -1.842 -14.290 -1.285
Hispanic -0.371 0.321 -0.482 -0.791 -0.608
Married -0.848 -1.762 -0.629 -0.746 -0.844
Model Fit 0.725 0.747 0.727 0.684 0.714

Note:
All variables were statistically significant for all models at p < 0.001 with the exception of Pacific Islander.

4.2b Criminal Justice Probability and Length of Resource Use

Not all crime is reported to, or acted upon by, the criminal justice system. When crimes are reported by citizens or
detected by police or other officials , however, the use of taxpayerfinanced resources begins. The degree to which these
resources are used depends on the crime as well as the
response. Once a person is convicted for a criminal ofense, sentencing policies and practices in Washington affect the
use of different local and state criminal justice resources. In this section, we describe how we estimate the 1) probability
of each criminal justice system resource use, and 2) the number é years the resource will be used for.

Exhibit 4.24 below displays how criminal justice resources in Washington State are used in response to crime. We
estimate the likelihood that criminal justice system resources (e.g. jail, prison) will be used whena crime occurs and the
number of years the resource will be used (i.e., length of stay). For example, if an aggravated assault occurs, we estimate
the chance that a person convicted of that crime will receive a prison sentence and how long the sentence will be. We
updated these estimates using the most recently available Washington State data. This information is displayed in the
first block of Exhibit 4.24. We estimate these parameters for ten types of criminal justice system resources. When
possible, we calculate sepaate estimates for each of the sevencrime types.”

The WSIPP model examines crime on a per trip basis, meaning that we group convictions by distinct times where
someone enters ard leaves the criminal justice system. The information displayed below is on a pertrip basis, which
means that it is the probability and amount of a resource that a person uses per trip (i.e., a person could have a trip for
robbery that also includes consequences of a conviction for assault). The probability of jail for robbery represents the
probability that anyone who has committed a robbery as the most serious crime within a trip through the system uses the
jail resource. The estimates for each row in the exhibit are described below.

Juvenile Detention (with local or state sentence).  The average length of stay for juvenile detention (9.8 days) was
calculated by the Administrative Office Courts based on all youth whose detention stay ended in calendar year 2016’
The data could not be broken down by the type of sentence served (local or state sentence). The probability of resource
use was based on an earlier survey of juvenile courts conductedby wsIpp®

®0Our model &s counting methodol ogy begins at the initi at ispforpotice
and courts, we set the probability and number of years for these resources to 1.

" Washington State Administrative Office of the Courts (personal communication, March 12, 2017).

8 Burley, M., & Barnoski, R. (1997)Washington State juvenile courts: Workloads and cost©lympia: Washington State Institute for Public
Policy.
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Juvenile Local SupervisiorThe probability of local supervision (probation) for youth in the criminal justice system and the
average length of stay on probation was also estimated from a survey of juvenile courts conducted by wSIPP?

Juvenile State Institution The average length of stay in a juvenile state institution was estimated using data obtained from
the Sentencing Guidelines Commission®

Juvenile State SupervisioriThe average length of stay on juvenile parole was estimated using data obtained from the
Juvenile Rehabilitation Administration. ®* We calculated the average length of stay on juvenile parole based on youth who
released from an institution to parole during fiscalyears 2011 and 2012

Adult Jail, With Local SentenceThe probability of jail and the average length of stay in jail for local sentences was
estimated using data obtained from the Sentencing Guidelines Commission. We calculated the length of stay based of
persons sentenced during fiscal years 2011 to 2015.

Adult Jail, With Prison SentenceAnalysis from the Department of Corrections on the credit for time served in jail was used
to estimate the total length of stay in jail prior to prison. 62

Adult Community Supervision and Adult PostPrison SupervisionThe probability of resource use and average length of
stay for community supervision were obtained using data from the Sentencing Guidelines Commission®® We calculated
these inputs for the two types of supervision based of persons sentenced duringfiscal years 2011 to 2015.

Adult Prison. The estimates for the probability of resource use and average length of stay in prison were calculated using
sentencing data obtained from the Sentencing Guidelines Commission for Fiscal Years 2011 to 2015. The average time
actually served is often shorter than the original sentence as a result of good or earned time reductions to some prison
sentences® Exhibit 4.24 shows the average prison length of stay, which is computed by multiplying the sentence length
of stay by an average percentage good/earned time reduction. The data for average sentence reductions, by crimetype,
were obtained from an analysis by the Washington State Department of Corrections.®®

Technical Violations.The Department of Corrections provided the length of stay in confinement, 12 days, either in prison
or jail for persons who violate the terms of their community supervision. This estimate is used for those who are
sentenced directly to supervision as well as forthose who serve supervisionafter being released from prison.

Age When a Juvenile Is First Tried in Adult Court. Under Washingtonds current | aws, the
youth is considered an adult varies by specific types of crimes. The last row in Exhibit 4.24 contains the maximum age for

juvenile court jurisdiction for each type of crime. The model uses the information in Exhibit 4.24 as representative of the

typical decisions made pursuant to current Washington State law. This information is used to determine which type of

resources should be modeled in each yearofa n i n d i nvodeted cairhefpath.

*bid.

€ Washington State Sentencing Guidelines Commission (personal communication, March 10, 2010).

®1 Washington State Juvenile Rehabilitation Administration (personal communication, April 18, 1997).

#2\Washington State Department of Corrections (personal communication, December 14, 2016).

3 Washington State Sentencing Guidelines Commission (personal communication,April 6, 2010).

% The average length of a resource use is the average length for all trips within Washington, meaning that it includes the additional
sentence length for subsequent trips as determined by the sentencing grid.

5 Washington State Department of Corrections (personal communication, December 14, 2016).



Exhibit 4.2.4
Use of Crime Resources by Crime Type
Felony

Murder sex Robbery
Resource crimes

Felony
drug / Misdemeanor
other

Aggravated Felony
assault property

Probability of resource use, given a crime (by type of crime)

Police 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Courts 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Juvenile local detention 0.14 0.54 0.32 0.66 0.85 0.86 0.98
Juvenile local supervision 1.00 1.00 1.00 1.00 1.00 1.00 0.00
Juvenile state institution 0.86 0.46 0.68 0.34 0.15 0.14 0.02
Juvenile state supervision 1.00 1.00 1.00 1.00 1.00 1.00 0.00
Adult jail 0.02 0.40 0.24 0.54 0.59 0.63 0.000
Adult local supervision 0.81 0.84 0.79 0.68 0.26 0.62 0.000
Technical violation - local supervision 0.31 0.31 0.31 0.31 0.31 0.31 0.000
Adult state prison 0.98 0.60 0.76 0.46 0.41 0.37 0.000
Adult post -prison supervision 0.91 0.66 0.88 0.67 0.38 0.59 0.000
Ijszsics?é:io'aﬂon dstate 031 031 031 031 031 031 0.000
Police 1.00 1.00 1.00 1.00 1.00 1.00 1.00
Courts 1.00 1.00 1.00 1.00 1.00 1.00 1.00
ig‘r’]f;rifeloca' detention, for local 0.03 0.03 0.03 0.03 0.03 0.03 0.03
ig‘rﬁte;illceeloca' detention, for state 0.03 0.03 0.03 0.03 0.03 0.03 0.03
Juvenile local supervision 0.57 0.57 0.57 0.57 0.57 0.57 0.57
Juvenile state institution 1.65 0.90 0.96 0.67 0.53 0.63 0.19
Juvenile state supervision 0.47 1.49 0.44 0.45 0.48 0.55 0.47
Adult jail, for local sentence 0.46 0.58 0.50 0.34 0.24 0.23 0.00
Adult jail, for prison sentence 0.80 0.48 0.46 0.46 0.38 0.32 0.00
Adult local supervision, jail sentence 1.18 2.25 1.07 1.09 1.24 1.12 0.00
Technical violation -local supervision 0.03 0.03 0.03 0.03 0.03 0.03 0.00
Adult state prison 16.46 4.44 3.98 2.78 1.81 1.53 0.00
Adult post -prison supervision 2.48 6.33 1.53 1.46 1.16 1.18 0.00
Technical violation dstate supervision 0.03 0.03 0.03 0.03 0.03 0.03 0.00

Age when a juvenile is first tried in adult court

Age 16 16 16 18 18 18 18

4.2c Estimates of Victimizations per  Trip

In addition to criminal justice system costs, WSIPP estimates the number of victims and the associated costs of
victimization. To account for these costs, weestimate the number of victims when a trip occurs in the criminal justice
system using a combination of data from Washington State and national data sources.

When a crime occurs, multiple offenses may be processed simultaneously as a trip within the criminal justice system. We
use these observed events as one basis for counting victimizations. We consider these victims associated with processed



cri mes awi 0k Romawarydrip processed by the criminal justice system, there are likely other undetected

crimes that also have victims, and some of these undetected crimes are likely perpetrated by individuals processed

through the criminal justice system.Weconsi der victims of thesé vndet enct, ®d acr dme s
below.

Known Victims per Trip. We estimate the known number of victims per trip using information about convictions from

WSI PPds criminal hi story database. As described previously,
the criminal justice system. We classify trips hierarchically so that a trip of a particular crime type has only convictions of
that crime type or a less serious type of crime associated withitUsi ng WSI PP&8s cri mi nal history d

average number of convictions for each trip by the most serious offense and lesser ranked offenses (i.e. a trip through the
criminal justice system where the most serious conviction is for robbery may also include convictions (and victims) for
assault and property crime). We assume number of convictionsas a proxy for the number of victims associated with each
trip. We assume zero victims for trips where the most serious offense is drug/other or misdemeanor. SeeExhibit 4.2.5
below.

Exhibit 4.2.5
Known Victims by Trip Type

Trip type: Most serious crime associated with a trip

Murder Felo.nysex Robbery Aggravated Felony
crime assault property
Victim Murder 1.20
t.yr.Je: Felony £x crime 0.01 1.64
Victims
per Robbery 0.09 0.03 1.26
trip Aggravated assault 0.51 0.08 0.36 1.24
type Felony property 0.05 0.03 0.20 0.20 1.71

Additional Victims per Trip.  Nearly all of the effect sizes computed from programs and policies impacting crime

describe official measures of criminal activity, such as convictions or arrests Given reporting rates from the National

Crime Victim Survey (NCVS), the number of crime victims using the observed victims per trip data is smaller than the

oreal 6 number of victims in Washington. Th ensbgtheacdndnalfjustcenal vi c
system. We believe that some proportion of the victims who are unaccounted for by crimes processed through the

criminal justice system are due to undetected crimes that are committed by the same perpetrators responsible for the

trips captured by our analysis.

To estimate the total number of victimizations (both known and additional) per of fi ci ally repor-ted cri
cost model uses additional information . We calculate the total number of crimes of each type that occur in a year,

calculate how many of those crimes are those observed in the criminal justice system data, and assign some proportion

of the unobserved crimes to the known trips. Parameters displayed in Exhibit 42.6 are described below.



Exhibit 4.2.6
Esimation of Additional Victims

Victim type
FBI UCR dhta Murder Rape Robbery Agg;:;iffd Burglary Theft \/Meztizlre YZ{;SaOf
theft
Number of statewide crimes reported to police 185 2,146 5,667 11,917 56,515 169,471 27,479  2011-2015
Multiplicative adjustment to align with felonies 1.000 2.410 1.000 1.000 1.000 0.235 1.000
Calculated adjusted crimes reported to police 185 5172 5,667 11,917 56,515 39,826 27,479
Percent of crime reported to police 1.0 0.307* 0.626 0.627 0.549 0.685* 0.779 2011-2015
Calculated estimate of statewide felony crimes 185 16,589 9,050 19,000 102,978 138,465 35,284
Murder Robbery Agg;:;iffd Felony p roperty
Unreported victims 0 15,101 7,715 10,349 178,407
Percent of other crimes to assign to known trips 0.00 0.20 0.20 0.20 0.20
Additional victims to distribute over trips 3,020 1,543 2,070 35,681
Note:

*These numbers rely on data from U.S. Department of Justice/Bureau of Justice Statistics. (2008Eriminal Victimization in the United States, 2006
Statistical TablesNational Crime Victimization Survey.

Number of Statewide Crimes Reported to the Policd&Jniform Crime Report (UCR) data for all policing agencies are
obtained from the Washington Association of Sheriffs and Police Chiefs. We adjust the data to account for non-reporting
agencies. The data are then aggregated to statewide annualestimates.

Multiplicative Adjustment to Align UCR Data with Washington FeloniesTwo of the UCR reported crime categories, rape
and felony theft, do not align with felony conviction data as defined by the Revised Code of Washington . Thus, we apply
a multiplicative adjustment factor to align reported crimes with felony convictions.

Rape, as defined by the UCR, does not include other sexual assaults, sexual offenses with male victims, or victims under
the age of 12. We adjust UCR reported rapes usingNCVSdata to estimate male victims® and other sexual assaults®’
Data from the National Incident Based Reporting System are used to adjust for the percentage of all sex offenses where
victims are under age 12°

Theft is adjusted to include only thefts valued at $750 or more, the cutoff for a felony theft, as defined by the Revised
Code of Washington. We use NCVSdata of thefts reported to the police to estimate this figure. *

Percentage of Crimes Reported to the Polic&Ve adjust our victimization estimates to include crimes not reported to the
police using reporting rate data obtained from the NCVS™ We adjust the percentage of crimes reported to police from
the NCVS for sex offenses and theft offensesdifferently to reflect the multiplicative adjustment to align UCR data with
Washington felonies.

Percentage ofother crimes to assign to known trips This number represents what percent of unreported victimizations we
believe are associated with observed crime trips.A value of zero would imply that those convicted of crimes are not

% Bureau of Justice Statistics. (2008). iminal victimization in the Unite d States, 2006 statistical tables: National crime victimization survey
(Document No. NCJ 223436), Washington, DC: United States Department of Justice, Author, Table 2.

*" Ibid., Table 1.

% Snyder, H.N. (2000)Sexual assault of young children as reportetb law enforcement: Victim, incident, and offender characteristics
(Document No. NCJ 182990). Washington, DC: United States Department of Justice, Bureau of Justice Statistics.

% Bureau of Justice Statistics (2008), Table 100.

" National Crime Victimization Survey results from 2011-2015 as gathered from Bureau of Justice Statistics<Criminal victimization series
https://www.bjs.gov/content/pub/pdf/cv14.pdf


https://www.bjs.gov/content/pub/pdf/cv14.pdf

responsible for unobserved crime, while a value of one would imply all crimes, reported and unreported, are attributed to
those convicted. To our knowledge, no research exists to date that indicates the appropriate value. We applyad b e s t
g u e estimate of 20% for most crime types.”

Variance in Ratios of Other Victims pefTrip. Because the additional victims per trip is estimated with considerable
imprecision, we use a triangular distribution to bound the expected value in Monte Carlo simulations discussed in
Chapter 7. We have chosena lower bound of 0% and a higher bound of 40%.

The estimates in the Exhibit 42.6 above reflect the total number of victims of e ach type of crime to be distributed over

the trip types. We make the assumption that each trip type is only associated with crimes of that type or less serious

crimes. Additional victims are distributed among those who have a trip type of an offense or a m ore serious type of

offense based on the total number of observed number of victims created by each type of crime trip. The following

exhibit shows these Ounobserved victimsodé by type of crime tr

Exhibit 4.2.7
Additional Victims by Trip Type

Trip type: Most serious crime associated with a trip

Murder Felo.nysex Robbery Aggravated Felony
crime assault property
Victim Murder 0
type: Felony sex crime 0.01 2.50
Victims Robbery 0.09 0.03 1.29
per trip Aggravated assault = 0.11 0.02 0.08 0.26
type Felonyproperty ~ 0.08 0.05 0.35 0.36 2.99
We combine the oknown victimsoé and oadditional victimsdéd to e
Exhibit 4.2.8

Total Victims by Trip Type

Trip type: Most serious crime associated with a trip

Murder Felo.nysex Robbery Aggravated Felony
crime assault property
Victim Murder 1.20
type: Felony sex crime 0.02 4.14
Victims Robbery 0.18 0.06 2.55
pertrip Aggravated assault =~ 0.61 0.10 0.43 151
type Felony property 0.13 0.08 0.55 0.56 4.70

4.2d Criminal Justice System Per-Unit Costs

I n WS P P &ast ninéeh thef costs of the criminal justice system paid by taxpayers are estimated for each
significant part of the publicly financed system in Washington. The sectors modeled include the costs of police and
sheriffs, superior courts and county prosecutors, local juvenile corrections, local adult corrections, state juvenile
corrections, and state adult corrections. The estimated costs include operating costs and annualized capital costs for the
capital-intensive sectors. As noted, we also include estimates of the costs of crime to victims.

For criminal justice system costs, the estimates aramarginal operating and capital costs.” Marginal criminal justice costs
are defined as those costs that change over a period of several years as a result of changes in a crime workload measure
Some short-run costs change instantly when a workload changes For example, when one prisoner is added to the gate

> As shown in Exhibit 4.2.6, we do not model additional unreported murder victims.
2 As noted, a few average cost figures are currently used in the model when marginal cost estimates cannot be reasonably estimged.



adult corrections system, certain variable food and service costs increase immediately, but new staff are not typically

hired rightaway.Over t he course of a government al budget <cycl e, howev
reflect the change in average daily population of the prison.] n WS| PPds anal-yshn®, mbhgseaeabdl cngeéc
been estimated. The longer-run marginal costs reflect both the immediate short -run changes in expenditures, as well as

those operating expenditures that change after governments make adjustments to staffing levels, often in the next few

budget-writing cycles.

Exhibits 42.9 and 4.2.27display WS | P P & s -cdstepararieters for per-unit costs for the 11 sectors and seven types of
crime modeled. In this section, we describe the methods used to obtain these per-unit cost estimates and the uncertainty
around the estimates.

Marginal Costs and Escalation. We conducted time-series analyses of each criminal justice system resourcef either
panel data for Wasbingtahéwi 88 aouonotiedat a. I n posemodeh us i
we obtained one point estimate from one model specification to be used as the cost estimate for each criminal justice
system resource. Rither than relying on the results of one regression model, we improve our cost estimates by testing a
variety of model specifications for each resource.”* We then average the coefficients across all the models for that
resource to obtain our point estimate. This approach has two advantages. First, it allowed us to implement a variety of
regression models given our understanding of the specific budget and process, including various differenced, county
population weighted, and lagged regression models so as to not rely on one model specification. Second, by averaging
these coefficients, we obtained a standard deviation around each of the 11 criminal justice system estimates, which were
used to estimate uncertainty for each resource specific unit cost. We use this uncertainty when running Monte -Carlo
simulations in our benefit-cost model (see Chapter 7).

ter

For each resource used, wecomputed an estimate of the average annual real escalation rate in costs by estimating a
linear trend for each data series From this line, we compute the predicted values for the first and last years of data and
calculate the average escalation rate for the observed years, using the following formula, where FV is the predicted cost
in the last year of data, PV is the predicted cost in the earliest year of data, and N is number of years between the two.

TR& YOO QO o7

Exhibit 4.2.9
Marginal Operating Costs by Crime Type

Felony Agg- Felony Felony Misde - Year of Annual Tea'
REeSoNIce Murder §ex Robbery ravated proparty drig meanor dollars escalation

crimes assault rate
Police 1,120 1,120 1,120 1,120 1,120 1,120 1,120 2015 0.000
Juvenie local detention 51,147 51,147 51,147 51,147 51,147 51,147 51,147 2015 0.043
Juvenilelocal supervision 2,262 2,262 2,262 2,262 2,262 2,262 2,262 2015 0.075
Juvenile state institution 44,558 44,558 44,558 44,558 44,558 44,558 44,558 2015 0.014
Juvenile state parole 9,645 9,645 9,645 9,645 9,645 9,645 9,645 2015 0.032
Adult jail 16,776 16,776 16,776 16,776 16,776 16,776 16,776 2015 0.020
Adult local supervision 3,296 3,296 3,296 3,296 3,296 3,296 3,296 2015 0.075
Adult state prison 13,553 13,553 13,553 13,553 13,553 13,553 13,553 2015 0.001
Adult post -prison supervision 3,296 3,296 3,296 3,296 3,296 3,296 3,296 2015 0.075
Courts 152,378 18,770 9,865 4,877 201 201 201 2009 0.020

"3 For each criminal justice system resoure for which we estimated a time-series regression model, we ran a series of tests to address
non-stationarity. Depending on the type of data (state level or panel), we used the Augmented Dickey-Fuller and the Im-Pesaran Shin
tests to test for unit roots an d we used the Engle-Granger and Westerlund methods to test whether the dependent and independent
variables were cointegrated. In some circumstances, we observed stationarity even after differencingdemeaning the data, or using time
trends. Although stationarity is not optimal, because our estimates were reasonable compared withpast analyses, we believethese
results are practical estimates in the absence of any information.



Pol i ce and Sh-HEnitCdsts. Bhis sectibrf describes the steps we use to estimate the annual marginal
operating costs of local police agencies in Washington State, along with the expected long-run real rate of change in

these costs These cost parameters are shown inExhibit 42.9.

From the Washington State Auditor, we collected local city and county police expenditure data for 1994 to 2014, all years

electronically available as of winter 2016. The Audi tor ds data for the expenses includ
and Reporting System (BARS) code 521)We excluded the Crime Prevention (BARS 521.30) subcategory since it was an
irregular expenditure. These nominal annual dollar amounts were adjusted to 2015 dollars using the USImplicit Price

Deflator for Personal Consumption Expenditures from the US Department of Commerce.

We also collected arrest information for Washington police agencies from the National Archive of Criminal Justice Data
maintained by the University of Michigan. ™ Data were collected for calendar years 1994 t02014, the earliest and latest

years available as of December2016.

The arrest data do not include the traffic operations of local police agencies. To capture this information , we obtained
data from the Washington State Administrative Office of the Courts on the number of traffic infraction filings in county

courts.
We aggregated the city and county expenditure data and arrest data of police agencies to the county level to account for

any jurisdictional overlap i n coWemalsyaggedgated iothé cointy levelfta ces and ¢
address newly incorporated cities where police took on responsibilities formerly assigned to county sheriffs.

Exhibit 4.2.10
Average Statewide Police Costs per Arrest,2015 Dollars
Calendar Years 1999 t02015
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Over the entire 1994 to 2014 timeframe, the average statewide cost is $L,772 per arrest, in 2015 dollars. We computed an
estimate of the average annual real escalation rate in costs by estimating a lineartrend (shown in Exhibit 4.2.10) for this
series From this line, we computed the predicted values for 1994 ($1,763) and 2014 ($1,782) and calculated the average
escalation rate for the 21 years, usingEquation 4.2.2, where FV is the 2014 estimate, PV is the 1994 estimate, and N is 20
years. We use Equation 4.22 to estimate an annual rate of real escalation of 0.00. This point estimate is included as a

parameter in the crime model, as shown in Exhibit 42.9.

4 US Department of Justice, Federal Bureau of InvestigationUniform crime reporting program data [United States]: Countylevel detailed
arrest and offense data[by year]. Ann Arbor, MI: Inter-university Consortium for Political and Social Research.



Wetestedp an el data for Washil9%to@0ld ¥e 8Bs6 testednoodels wleese wé disaggregated the
arrest data into five types: arrests for murder, rape, robbery,aggravated assault, and all nonviolent arrests After testing a
variety of specifications, we did not find a specification with stable or intuitively reasonable results. At this time, we do not
know if there are measurement errors in the arrest data, or if there are other tests to be explored. We used statewide
models but were unable to create intuitive results using disaggregated arrests. Therefore, we estimated several statewide
models with total arrests. The arrest coefficients from these models were aeraged to obtain the marginal cost estimate
for arrests of $1,120 in 2015 dollars, as shown inExhibit 42.9.

Ideally, we would be able to estimate the cost of arrest separately for each type of crime. In the future, if the data allow,
we hope to examine arrests in more detail and develop an intuitive set of cost estimates, disaggregated by crime type.

Exhibit 4.2.11
Arrest Cost Regressions

Model number (1) 2)
Dif.StatewidePoliceCost  Dif.StatewidePoliceCost
Lag.Dif.m_police_statewide 0.329 0.242
(0.202) (0.237)
Dif.traffic 35,136
(21,521)
Lag.Dif.traffic -2,735
(23,550)
Dif.StatewideArrests 248 -51
(407) (448)
Lag.Dif.StatewideArrests 1,022 1,021
(410) (447)
Constant 3.364e+07 3.617e+07
(1.146e+07) (1.187e+07)
Observations 19 19
R-squared 0.408 0.521
Total 1,270 970

Local Adult Jail PerUnit Costs.We analyzetwo types of users of local county-run adult jails: convicted felons who serve
both pre-sentence and postsentence time at a local jail, and felons who serve presentence time at local jails and post-
sentence time at a state institution. WSIPP assumes thesame annualized perday local jail cost for both types of felons.

From the Washington State Auditor, we collected local jail expenditure data for counties for 2004 to 2014, the earliest and

latest years availableas of winter 2016. We combined these data with information WSIPP had previously collected for the

years 1993t02003.The Audi tords data for the expenses i BcTheselmominah | | | o«
annual dollar amounts were adjusted to 2015 dollars (JAILREAL) using th&S Implicit Price Deflator for Personal

Consumption Expenditures from the US Department of Commerce. Average daily jail population data (JAILADP)were

obtained from the Washington Association of Sheriffs and Police Chiefs.

We computed the statewide average cost per jail ADP (in2015 dollars) and plotted the results.



Exhibit 4.2.12
Average County Jail ADP Costs, 205 Dollars
Fiscal Years 1993 t®2014
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Over the entire 1993 to 2014 timeframe, the average statewide cost is $34,200 per ADP, in 20L5 dollars. Over these years,
there has been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real
escalation rate in costs by estimating a lineartrend (shown in Exhibit 42.12) for this series. From this line, we computed the
predicted values for 1993 ($27,302) and 2015 ($41,098) and calculated the average escalation rate, usingequation 4.2.2,
where FV is the 2014 estimated cost, PV is the 1993 estimate, andN is 21 years. The annual rate of escalation is 0.020. This
point estimate is included as a parameter in the crime model, as shown in

Exhibit 42.9.

To estimate the marginal annual operating costs of county jails, we conducted 14 panel time-series analyss of annual
county-leveldata f or j ai |l expenditures and average jail popul ation f
years 1998 to 2014. Thebalanced panel includes a total of 858 observations. The results of our model specifications are

shown in Exhibit 42.13. We tested a variety of different specifications, including differencing, county population

weighting (2015 population), lagging, and time periods. The jail coefficients from these models were averaged to obtain

the marginal cost estimate for jail as shown in Exhibit 4.2.9.



Model

number

Lag.Dif.Jail
Expend

Dif.Jail ADP

Lag.Dif.Jail
ADP

Jail ADP

Lag.Jail
Expend

Lag.Jail ADP

Twolag.Dif.Jail
ADP

Twolag.Jail
ADP

Constant

Observations

R-squared
Number of
counties

Total

@)
Dif.Jail
Expend

4,801

(1,560)

343,055
(373,940)

819
0.057

39

4,801

2
NET
Expend

23,797

(1,950)

621,683
(845,673)

858
0.304

39

23,797

Jail Dif.Jail
Expend Expend

3,078
(2,000)
10,293
(2,359)
1.641e+07  1.834e+06
(2.748e+06)  (966,054)
858 819
0.500 0.323
39 39
10,293 3,078

Exhibit 4.2.13
Jail Cost RegressiongCounty-Year Fixed Effects)

Dif.Jail
Expend

0.274
(0.0328)
4,495

(1,420)

15,845

(1,418)

-126,562
(336,053)

780
0.278

39

20,340

Dif.Jail Jai
Expend

Expend

0.369
(0.0304)
298.3
(1,690)
24,155
(1,683)
2,798
(1,490)
0.769
(0.0159)
5,863
(1,559)
-418,728  -58,498
(816,429)  (372,112)
780 819
0.556 0.853
39 39
24,453 8,661

Dif.Jail
Expend

0.238
(0.0368)
5,110
(1,476)
16,621
(1,467)
2,125
(1,886)
0.748
(0.0169)
12,513
(1,964)
4,627
(1,654)
-403,480 129,710
(1.365e+06)  (341,060)
819 741
0.882 0.292
39 39
10,388 26,358

RE
Expend

2,783
(1,483)

0.789
(0.0189)
11,926
(1,881)

-9,003
(1,610)
132,497

(382,238)

780
0.828

39

5,706

Dif.Jail NET]
Expend Expend

0.249
(0.0341)
1,621
(1,696)
24,495
(1,678)
-2,946
(1,866)
0.768
(0.0205)
21,989
(2,454)
14,616
(1,955)
-13,163
(2,116)
637,366  2.246e+06
(803,978)  (1.475e+06)
741 780
0.592 0.857
39 39
40,732 5,880

Local Juvenile DetentionFor an estimate of the marginal operating cost of state juvenile offender institutions, we conduct
a time-series analysisof annual data for detention expenditures and average daily admissions to juvenile detention
facilities in Washington. The Washington State Auditor provided local juvenile detention operating expenditure data for
counties for 2003 to 2012, the most recent year when subcategory breakouts of juvenile resource expenditures were

available. We combined this information with data WSIPP had previously collected from 1998 to 2002.T h e

Audi tor ds

for the expenses include the categories for residential care and astody (BARS 527.60) and juvenile facilities (BARS
527.80) Visual inspection of these historical data revealed significant problems including missing data, likely caused by
inconsistent reporting , and issues with discriminating multi-jurisdictional use of detention facilities by individual counties.
Additionally, discrepancies in the data categories appear to be caused by inconsistent classification practices of the
expenditure categories, notably in King County. Therefore, we expand our BARS codes to incide all of 527 except for
527.4, which we consider the cost of supervision. We conduct a time series analysis using statewide expenditures,
excluding King County. These nominal annual dollar amounts were adjusted to 2015 dollars using the US Implicit Price
Deflator for Personal Consumption Expenditures from the US Department of Commerce

To our knowledge, there is not a consistent statewide data series available for the average daily population of the county
juvenile detention facilities . Instead, we collected annual admission data for the juvenile facilities; this information is
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stay for juvenile detention is 9.8 days.75 Using this figure, along with the actual admission data, we estimated the average
daily population (ADP) of detention facilities statewide.

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 42.14.

Exhibit 4.2.14
Average Local Juvenile Detention ADP Costs,
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Over the 1998 to 2012 timeframe, the average annual cost is $133,164 per ADP, in2015 dollars. Over these years, there
has been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation
rate in costs by estimating a linear trend (shown in Exhibit 4.2.14) for this series. From this line, we computed the
predicted values for 1998 ($94,913) and 2012 ($171,414) and calculated the average escalation rate for the 14 years, using
Equation 4.2.2, where FV is the 2012 estimated cost, PV is the 1998 estimate, and N is 14 years The annual rate of real
escalation is 0043. This point estimate is included as a parameter in the crime model, as shown inExhibit 4.2.9.

To estimate the marginal annual operating costs of juvenile detention, we conducted seventime-series analy®s of
annual statewide data for detention expenditures and averagedetention population for calendar years 1998 to 2012. We
tested a variety of different specifications, including differencing, lagging, and time periods . The results of our model
specifications are shown in Exhibit 4.2.15 The detention coefficients from these models were averaged to obtain the
marginal cost estimate of $51,147 per annual ADP for juvenile detention marginal operating expenditures, in 2015 dollars,
as shown in Exhibit 4.2.9

" Calculated by the Administrative Office Courts based on all youth whose detention stay ended in calendar year 2016.Washington
State Administrative Office of the Courts (personal communication, March 12, 2017).



Exhibit 4.2.15
Local Juvenile Detention CostRegressions(Statewide)

@ ) (©)

Dif.Local Dif.Local Dif.Local “) Q (6) ©)

Local Juvenile  Local Juvenile  Local Juvenile  Local Juvenile
Detention Detention Detention Detention
Expend Expend Expend Expend

Model number Juvenile Juvenile Juvenile
Detention Detention Detention
Expend Expend Expend

Lag.Dif.Local Juvenile

Detention Expend 0.0335 0.00589
(0.273) (0.359)
Dif.Local Juvenile
Detention ADP 71,324 75,984 55,635
(29,639) (28,332) (31,912)
Lag.Dif.Local Juvenile
Detention ADP 63,111 48,524
(32,859) (40,385)
Twolag.Dif.Local Juvenile
Detention ADP -2,919
(34,636)
Local Juvenile Detention
ADP -3,940 24,923 26,525 30,059
(15,034) (27,123) (27,052) (30,409)
Lag.Local Juvenile
Detention Expend 0.596 0.565 0.406
(0.153) (0.155) (0.241)
Lag.Local Juvenile
Detention ADP -11,306 1,182 6,749
(29,852) (32,053) (28,230)
Twolag.Local Juvenile
Detention ADP -27,819
(30,861)
Year >= 2008 3,191,000
(3,064,000)
Constant 2.230e+06 3.246e+06 2.093e+06 8.909e+07 2.707e+07 1.906e+07 4.774e+07
(1.117e+06) (1.483e+06) (2.103e+06) (1.014e+07) (1.471e+07) (1.654e+07) (1.929e+07)
Observations
R-squared 14 13 12 15 14 14 13
0.326 0.572 0.393 0.005 0.638 0.677 0.474
Total 71,324 139,095 101,240 -3,940 13,617 27,707 8,989

Local Juvenile Probation PeiUnit Costs.The Washington State Auditor provided local juvenile probation operating
expenditure data for counties for 2003 to 2012, the most recent year when subcategory breakouts of juvenile resource
expenditures were available. We combined this information with information WSIPP had previously collected from 1998
t0 2002. TheAu di t or 6 s d at a wdsthat clasdified ag cage supervision (BARS 527.4@)nfortunately, visual
inspection of these historical data revealed significant problems and gaps, likely caused by inconsistent reporting and
issues determining which counties paid for which court sentences. We assume some of the discrepancies in the data
categories are caused by inconsistent reporting practices, notably in King County.These nominal annual dollar amounts
were adjusted to 2015 dollars using the USImplicit Price Deflator for Personal Consumption Expenditures from the US
Department of Commerce.

From the Administrative Office of the Courts, we received the number and average term of juvenile court probation
sentences for 2004 to 2014.”° We used this information to compute an average daily population.

6 Administrative Office of the Courts, personal communication, February 2017.



We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 42.16.

Exhibit 4. 2.16
Average Local Juvenile Probation ADP Costs,
2015 Dollars, Fiscal Years 2004 to 2012
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Over the entire 2004 to 2012 timeframe, the average cost is $3,468 per ADP, in 2015 dollars. Over these yeanse observe
a spike in the inflation -adjusted costs, driven by a decline in ADP. For this reason we usel the escalation rate calculated
for DOC ADP community supervision described after Exhibit 42.23. The annual rate of escalation is 0.05. This point
estimate is included as a parameter in the crime model, as shown inExhibit 42.9.

We attempted to estimate the marginal annual operating costs of juvenile probation by conducting a series of panel and
time-series analy®s of annual county and state-level data for probation expenditures and averagedaily population . After
testing a variety of different specifications, including differencing and lagging, we were unable to obtain results that
made intuitive sense. Instead, we used the average cost over the timeframe toestimate the marginal expenditure per
average annual caseload From our time -series analysis of theadult community supervision costs from DOC, the ratio of
marginal costs to average costs was 0652. Multiplying $ 3,468 by 0.652 provides a marginal cost estimate of $2,262 in
2015 dollars. This estimate is included as aparameter in the crime model, as shown in Exhibit 4.29.

State Juvenile Rehabilitation Administration (JRA) Petnit Costs.This section describes the steps we use to estimate

marginal annual institution operating costs, and the long -run rate of real (inflation-adjusted) change in these costs, of the

Washington State Juvenile Rehabilitation Administration (JRA)JRA is WashingtonStated ivenile justice agency; juvenile

of fenders are sentenced to JRA based on Washingtonds sentenc

For an estimate of the marginal operating costs of state juvenile offender institutions, we conducted a time -series analysis

of annual data for institutional expenditures and average daily institutional population for JRA for fiscal years 1974 to

2015. Theex pendi t ure data were obtained from the Washington State
Program (LEAP) for Agency 300 (Juvenile Rehabilitation Administration) for code 2000 (institutional services\We

converted annual expenditure data to 2015 dollars (JRAREAL) using th& S Implicit Price Deflator for Personal

Consumption Expenditures from the US Department of Commerce. The average daily population for JRA institutions

(JRAADP) series is from the Washington State Caseload Forecast Council féiiscal Years 1997 ta®?015, with data from

1974 to 1996 collectedf r om annual reports of the Governords Juvenile Jus
issues of the Databook series published by the Washington State Office of Financial Management

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 42.17.



Exhibit 4. 2.17
Average JRA Institution ADP Costs2015 Dollars
Fiscal Years 1974 t®2015
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Over the entire 1974 to 2015 timeframe, the average cost is $68,542 per ADP, in2015 dollars. Over these years, there has
been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation
rate in costs by estimating a linear trend (shown in Exhibit 42.17) for this series. From this line, we computed the
predicted values for 1974 ($49,543) and 2015 ($87,540) and calculated the average escalation rate for the41 years, using
Equation 4.2.2, where FV is the 2015 estimated cost, PV is the 1974 estimate, andN is 41 years The annual rate of
escalation is 0.04. This point estimate is included as a parameter in the crime model, as shown inExhibit 4.2.9.

To estimate the marginal annual operating costs of JRA institutions, we conducted three time-series analygs of annual
state-level data for institution expenditures and average daily population for each of calendar years 1974 to 2014. We
tested a variety of different specifications, including differencing and lagging. The results of our model specifications are
shown in Exhibit 4.218. The JRA coefficients from these models were averaged to obtain the marginal cost estimate for
JRA institutions, of $44,558, in 2015 dollars as shown irExhibit 42.9.



Model number

Exhibit 4. 2.18
JRA Institution Cost Regressions

Lag.Dif.JRA Institution
Expenditures

Dif.JRA ADP
Lag.Dif.JRA ADP
Twolag.Dif. JRA ADP
Constant
Observations

R-squared

Total

(€] 2 (©)
Dif.JRA Institution Dif.JRA Institution Dif.JRA Institution
Expenditures Expenditures Expenditures
-0.108 -0.103
(0.168) (0.145)
35,687 34,731 29,972
(7,196) (7,781) (6,692)
12,866 11,684
(9,460) (8,021)
8,735
(6,607)
715,789 849,311 506,996
(637,135) (666,750) (574,269)
41 40 39
0.387 0.418 0.482
35,687 47,597 50,391

JRAParole CostsTo estimate of the marginal operating costs of juveniles on parole after a stay at state juvenile
rehabilitation facilities (JRA parole), we obtained expenditure data were obtained from the Juvenile Rehabilitation
Admi ni str at i eystérsforfisbhl ySarsd086 t@2015, the years following an accounting change. We converted
the expenditure data to 2015 dollars (JRAaroleREAL) using theUS Implicit Price Deflator for Personal Consumption
Expenditures from the US Department of Commerce The monthly average daily population for JRA parole
(JRAParoleADP) series is from theJuvenile Rehabilitation Administration for Fiscal Year2006 to 2015, which we adjusted
to create annual average daily population (ADP).

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 42.19.
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Exhibit 4. 2.19
Average JRAParole ADP Costs,2015 Dollars
Fiscal Years2006 to 2015
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Over the 2006 to 2015 timeframe, the average cost is $£5,045 per ADP, in2015 dollars. Over these years, there has been
an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation rate in
costs by estimating a linear trend (shown in Exhibit 42.19) for this series. From this line, we computed the predicted
values for 2006 ($21,564) and 2015 ($28,526) and calculated the average escalation rate for thenine years, usingEguation
4.22, where FV is the 2015 estimated cost, PV is the 2006 estimate, and N is nine years. The annual rate of escalation is
0.032. This point estimate is included as a parameter in the crime model, as shown inExhibit 42.9.

To estimate the marginal annual operating costs of JRA parole we conducted four time-series analygs of annual state-
level data for institution expenditures and averagedaily population for each of calendar years 2006 to 2015. We tested a
variety of different specifications, including differencing and lagging. The results of our model specifications are shown in
Exhibit 42.20. The JRA parolecoefficients from these models were averaged to obtain the marginal cost estimate for JRA
annual parole of $9,645in 2015 dollars, as shown inExhibit 4.2.9

Exhibit 4. 2.20
JRA Parole Cost Regressions
(1) 2 (©)] (©)]
Model number Dif.JRA Parole Dif.JRA Parole JRA Parole JRA Parole
Expenditures Expenditures Expenditures Expenditures
Lag.JRA Parole
Expenditures 0.667 0.281

© ©
Lag.Dif.JRA Parole

Expenditures 0.367 0.407
(0.460) (0.147)
JRA Parole ADP 1,320 -672.2
(5132) (1463)
Lag.JRA Parole ADP 6,263 741.9
(5550) (1801)
Twolag.JRA Parole ADP 13,443
(1,781)
Dif.JRA Parole ADP 488.3 1,994
(7373) (2395)
Lag.Dif.JRA Parole ADP -963.1 1,459
(7803) (2264)
Twolag.Dif.JRA Parole ADP 14,506
(2310)
Constant -533,980 371,198 -371,175 722,577
(862,953) (357,063) (1.764e+06) (512,095)
Observations 8 7 9 8
R-squared 0.150 0.957 0.936 0.997
Total -474 17,959 7,583 13,513

State Department of Corrections (DOC) Pelnit Costs.This section describesour estimates for the Washington DOCd s
marginal annual prison operating costs and the long-run rate of change in these costs.

Unli ke other DOC cost estimates, the marginal caffestmatesfa a pri s
marginal cost prior to each legislative session. A meeting is held with DOC budget staff, legislative fiscal analysts from the

Senate Ways and Means and the House Appropriations Committees, a fiscal analyst from the Office of Financial

Management, and WSIPP staff, to negotiate the marginal cost that will be used for the legislative session.Exhibit 4.221

displays the marginal costs for each legislative session. Our benefitcost model currently uses the marginal estimate of

$13,422.



Exhibit 4.2.21
DOC Average DailyPrison Bed Marginal Cost Estimated

2014 Dollars
Legislative Marginal c ost
session per prison bed

2017 $13,422
2016 $13,563
2015 $12,216
2014 $11,966
2013 $11,536

For comparison purposes,we analyzed annual data for DOC institutional expenditures and average daily prison

population for fiscal years 1982 to 2014. The expenditure data were obtained from LEAP for Agency 310 (Department of
Corrections) for code 200 (correctional expenditures);the LEAP data series for DOC begins in fiscal year 1982 he
ocorrectional expenditureso6 category pertains to operating
community corrections system. We converted the expenditure data to 2015 dollars using the USImplicit Price Deflator for
Personal Consumption Expenditures from the US Department of Commerce The average daily prison population (ADP)

series is from the Washington State Caseload Forecast Council for fiscal years 1993 t8015, with data for earlier years

collected from various issues of the Databook series published by the Washington State Office of Financial Management

We computed the average cost per prison ADP (in2015 dollars) for 1982 to 2015 and plotted the results below.

Exhibit 4. 2.22
Average DOC ADP Prison Costs2014 Dollars
Fiscal Years 1982 t®2014
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Over the 1982 to 2015 timeframe, the average cost is $33,364 per ADP, in2015 dollars. We computed an estimate of the
average annual real escalation rate in costs by estimating a lineartrend (shown in Exhibit 4.2.22) for this series. From this
line, we computed the predicted values for 1982 ($32,720) and 2015 ($33,972) and calculated the average escalation rate
for the 33 years, usingEquation 4.22, where FV is the 2015 estimated cost, PV is the 1982 estimate, and N is 34 years The
annual rate of escalation is 0001. This point estimate is included as a parameter in the crime model, as shown inExhibit
42.9.

Community Supervision Operating CostsWe analyzedD O C dosnmunity supervision cost for all felony offenders on
active supervision regardless of sentence type (prison or jail) For community supervision costs, we analyzed annual data
for DOC community supervision expenditures and average daily community population for fiscal years 1998 to 2015. The
expenditure data were obtained from LEAP for Agency 310 (Department of Corrections) for code 300 (community
supervision). Community supervision population data were obtained from the Washington Caseload Forecast Council,
which maintains data back to fiscal year 1998 We calculated annual cost per average daily community population and

e



converted to 2015 dollars using the aforementioned price index. The average community supervision cost over the 1998
to 2015 period is $5,054.

Exhibit 4. 2.23
Average DOCADP Community Supervision Costs,
2015 Dollars, Fiscal Yeard 998 to 2015
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Over the 1998 to 2015 period, there was a significant upward trend in the inflation -adjusted per-unit costs, as revealed by
the linear regression line shown in Exhibit 42.23. To compute an estimate of the long -run growth rate in real cost per-
average daily population, we calculated the predicted values from the regression line for 1998 ($2,297) and 2015 ($7,811)
and calculated the annual rate of escalation for the 17 years using Equation 4.2.2 where FV is the cost estimate for 2015,
PV is the estimate for 1998, and N is 17 years. The annual rate of real escalation in average costs is @75. This point
estimate is included as a parameter in the crime model, as shown inExhibit 42.9.

To estimate the marginal annual operating costs of DOC supervision, we conducted three time-series analyes of annual
state-level data for supervision expenditures and average daily population for each of calendar years 1998 to 2015. We
tested a variety of different specifications, including differencing and | agging. The results of our model specifications are
shown in Exhibit 42.24. The DOC supervision coefficients from these models were averaged to obtain the marginal cost
estimate for supervision, of $3,296 per annual ADP for DOC supervisionexpenditures, in 2015 dollars, as shownExhibit

42.9.



Exhibit 4. 2.24
DOC SupervisionCost Regressions

@) @) ©)

Model number Dif.DOC Supervision Dif. DOC Supervision Dif. DOC Supervision
Expenditures Expenditures Expenditures

Lag.Dif.Supervision

Expenditures -0.0954 -0.274
(0.26) (0.30)
Dif.DOC Supervision ADP 1,932 1,851 2,090
(702) (704) (746)
Lag.Dif.DOC Supervision ADP 1,451 1,794
(854) (899)
Twolag.Dif.DOC Supervision
ADP 771.2
(846)
Constant 4.182e+06 5.918e+06 8.243e+06
(2.060e+06) (2.471e+06) (3.113e+06)
Observations 17 16 15
R-squared 0.336 0.491 0.563
Total 1,932 3,302 4,655

Superior Courts and County Prosecutors Pdunit Costs.This section describes the steps we use to estimate marginal
annual operating costs, and the long-run rate of change in these costs, of county superior courts and prosecutors in
Washington State. Our focus is the cost of obtaining convictions in courts, so we combine court costs and prosecutor
costs into one category, reflecting the public costs to process cases throughsuperior courts, which respond especially to
felony crime. The cost parameters are entered into the crime model, as shown inExhibits 42.9.

From the Washington State Auditor, we collected local county court and prosecutor expenditure data for calendar years
1994 to 2008, the earliest and latest yearsavailable as of winter 2010”°The Auditords data for the ex
local court and prosecutor expenditures (BARS code 512 for courts and BARS code 515 for prosecutods The court data
includes the costs of administration (BARS 512.10), superior courts (BARS 512.20), and county clerks (BARS 512.30). For
court expenditure data, we excluded district courts (BARS 512.40), since they do not process felony cases (the main
subject of interest in our benefit -cost analysis) and expenditures for law library (BARS 512.70) and indigent defense (BARS
512.80); this latter category was excluded because the data were not available for the entire time frame under review. The
prosecutor data include costs for administration-legal (515.10) and legal services (515.2). For prosecutor offices, we
excluded facilities-legal services (515.50), consumer affairdegal services (515.60), crime victim and witness prograralegal
(515.70), and child swpport enforcement -legal services (515.80). All nominal annual dollar amounts were adjusted to 2009
dollars using the US Implicit Price Deflator for Personal Consumption Expenditures from the US Department of

Commerce.

We also collected court conviction and other case-processing information from the Washington State Administrative
Office of the Courts. We collected statewide data for calendar years 1994 to 2008 and countylevel data for calendar

years 1997 to 2008, the earliest and latest years available asf December 2009.

We computed the statewide average cost per conviction (in 2009 dollars) for 1994 to 2008 and plotted the results.

" In 2016 we also retrieved more recent data Visual inspection of these historical data revealed significant problems including missing
data, likely caused by inconsistentreporting. We rely on our previous estimates and data collection efforts of information from 1999 to
2008.



Exhibit 4. 2.25
Average Court Costs per Conviction, 2009 Dollars
Calendar Years 1994 to 2008
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Over the entire 1994 to 2008 timeframe, the average statewide cost is $6,557 per conviction, in 2009 dollars. Over these
years, there has been an upward trend in the inflation-adjusted costs. We computed an estimate of the average annual
real escalation rae in costs by estimating a linear trend (shown in Exhibit 42.25) for this series. From this line, we
computed the predicted values for 1994 ($5,625) and 2008 ($7,461) and calculated the average escalatio rate for the 14
years, usingEquation 4.2.2, where FV is the 2008 estimated cost, PV is the 1994 estimate, andN is 14 years.The annual
rate of real escalation is 0.020. This point estimate is included as a parameter in the crime model, as shown irExhibit
42.9.

To estimate the marginal annual operating costs of courts, we conducted a time-series analysis of the panel data for
Washingtonds 39 c20nHoweees, wd wene unable oDbtainaesults that made intuitive sense across
all sevencrime categories. Until we can improve the data or model specifications, we rely on our previously estimated
marginal operating costs of court, relying on data from 1999 to 2008.

Thus, the balanced panel includes a total of 390 observations (39 counties for ten years). Conviction data were
categorized into four types of violent convictions and one for all other convictions. We tested a variety of different
specifications, including differencing and lagging. "8 The results of our model specification produced five crime-specific
cost estimates shown in Exhibit 4.29.

"8 Our preferred model was a first-difference model where we included lags of each of the violent felony conviction variables along with
a variable for all other convictions, as well as county and time fixed effects. We also included a lagged dependent variable This model
produced coefficients for the violent conviction variables that made the most intuitive sense.



Exhibit 4. 2.26
DOC SupervisionCost Regressions

)

Model number

Dif.Court Expenditures

Lag.Dif.Court Expenditures -0.113
(0.169)
Lag.Dif.MurderConviction 152,377.9
(125,366.9)
Lag.Dif.SexCrimeConviction 18,770.28
(11,395.58)
Lag.Dif.RobberyConviction 9,865.480
(29,782.45)
Lag.Dif.AssaultConviction 4,876.710
(9,512.385)
Lag.Dif.NonViolentFelonyConviction 200.5611
(1,503.985)
Constant 15,8006.5
(86,235.19)
Observations 10
R-squared 0.209
Number of counties 39

Capital Costs. WSIPP includes the capital allocation of detention facilities in our criminal justice system marginal cost
estimates. In our crime model, the total capital cost per bed is converted to an annualized capital payment, assuming a
25-year financing term (n), the bond financing rate entered in the model (i), and setting PV equal to the capital cost per
bed converted to the base-year dollars chosen for the model, as given by the following equation:

®& 00°Y Qb &
p p Q

Jail Capital Cogs. Local adult jail capital costs for new beds werebased on the experience of the SCORE facilitﬁ.9 We
used the budgeted $97 million dollars over the 802 beds, resulting in a $120,948 capital cost in 2009 dollars per county
jail bed.

Local Detention Capital Costs.Per-bed capital costs for a new detention facility would run $200,000 per bed in 2009
dollars.*

JRA Capital CostsJRA capital costs for typical new institutional beds were estimated from personal communication with
JRA staff Per-bed capital costs for a new medium secure facility would run $125,000 to $175,000 per bedin 2009 dollars

Prison Capital CostsDOC capital costs for new institutional beds were estimated. Capital cost estimates for the relatively
new Coyote Ridge medium security facility in Washington were obtained from legislative fiscal staff. The 2,048 bed facility
cost $232,118,000 (a perbed cost of $113,339) and was completed in 2008 We recorded this per-bed cost figure as 2007
dollars since it is likely that was when most of the construction dollars were spent. This point estimate is included as a
parameter in the crime model, as shown in Exhibit 42.27.

92012 Municipal Excellence Awards Entry Form. Accessed fronttp://www.awcnet.org/Apps/ma/p rojects/2012SCORE.pdfMay 1, 2017.

®capital costs for a typical new |l ocal juvenile detentios facility

Juvenile Rehabilitation Administration staff.

!


http://www.awcnet.org/Apps/ma/projects/2012SCORE.pdf

Exhibit 4.2.27
Capital Costs for Crime Resources

Resource Capital cpst Year of Finance
per unit dollars years
Police n/a n/a n/a
Courts n/a n/a n/a
Juvenilelocal detention 200,000 2009 25
Juvenile bcal supervision n/a n/a n/a
Juvenile state nstitution 150,000 2009 25
Juvenile gate supervision n/a n/a n/a
Adult jail 120,948 2009 25
Adult local supervision n/a n/a n/a
Adult state prison 113,339 2007 25
Adult post-prison supervision n/a n/a n/a

Criminal Justice Costs by Funding Source. Exhibit 42.28 shows the breakouts and sources of criminal justice costs for
Washington State.

Exhibit 4. 2.28
Proportional of Marginal Criminal Justice Costs by Funding Source

Operating Capital
Local Federal Local Federal
Police! 14% 86% 0% nla nla nia
Courts & prosecutors 16% 84% 0% n/a n/a n/a
Juvenile local detention 15%° 85% 0% 0%’ 100% 0%
Juvenile local supervision 15%° 85% 0% n/a n/a n/a
Juvenile state institution® 100% 0% 0% 100% 0% 0%
Juvenile state supervisior! 100% 0% 0% nla nla nia
Adult jail® 25% 75% 0% 0%’ 100% 0%
Adult local supervision* 100% 0% 0% nla nla nia
Adult state prison* 100% 0% 0% 100% 0% 0%
Adult post prison supervision” 100% 0% 0% 100% 0% 0%
Notes:

! Justice Expenditureand Employment Extracts, 2014 Preliminary, Tracey Kyckelhahn, Ph.D., July 1, 2013. NCJ 242544, Table 4: Justice system expenditure
by character, state and type of government, fiscal 2012, available at: http://www.bjs.gov /index.cfm?ty=pbdetail&iid=4679 . Direct current Police Protection
expenditures for state and local governments for Washington State.

%Calculated using local operating expenditures costs and state pass through funds for 2011. Operating costs come fromthe Washington State Auditor's

Local Government Finance Reporting System (LGFRS) system. (Functional Group/BARS Summary, Expenditures for government typéy/Cown and County,
All Objects, All Available Fund Types, For 2011http://portal.sao.wa.gov/LGCS/Reports/, Detention and Correction (BARS account: 52).

2011 State expenditures from BARS2011 gtate juvenile court pass through funding comes from personal co mmunication with Cory Redman, DSHS April 25,
2017.

SWSIPP assumes capital costs for all local juvenile and adult resources are 100% locally funded.

*WSIPPassumes all state funded.

® WSIPP assurption


http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679
http://portal.sao.wa.gov/LGCS/Reports/

4.2e Victimizations Per -Unit Cost

In addition to costs paid by taxpayers, many of the costs of crime are borne by victims. Some victims lose their lives while
others suffer direct, out-of-pocket personal or property losses. Psychological consequences also occur to crime victims,
including feeling less secure in society. The magnitude of victim costs is very difficult, and in some cases impossible to

quantify .

In recent years, however, analysts have taken significant steps in estimating crime victim costsAfter a review of the
literature, we chose to use the average of victim cost estimates from two papers, McCollister, (2010) and Cohen & Piquero,
(2009),i n WS P P &aest ninéehvatt sorbe modifications.® These crime victim costs build on and modify the previous
work prepared for the US Department of Justice by Miller, Cohen, and Wiersema, (1996) %

The McCollister study divides crime victim costs into two types:
a) Tangible victim costs, which include medical and mental health care expenses, property damage and losses, and the
reduction in future earnings incurred by crime victim s; and

b) Intangible victim costs, which place a dollar value on the pain and suffering of crime victims. In these two studies,
the intangible victim costs are computed, in part, from jury awards for pain, suffering, and lost quality of life .

The McColister study divides total tangible costs of crime into tangible victim costs, criminal justice system costs, and

crime career costs of offenders (estimates of the economic productivity losses for offenders).| n WSI|I PP&ds model , w
i ncl ude Maa@gble Victim tosts beusewe estimate criminal justice costs separately We currently do not

estimate the crime career costs of offenders.

We al so use McCollisterds intanriColld iwitctri no oarmpsutickhomictdehd comra eec
cost 6 as pgpecificintanhgible victirmeosts. Thi s i s done because, according to Mc
Crime Reports (UCR) classifies some homicides as other netomicide crimes when certain offense information is lacking.

This FBI reporting practice requires the adjustment made by McCollister For appl i cat i on-cosomod®lS| PPds b
however, this adjustment is not necessary. WSIPP&ds crime cos
data from Washington State; convictions for homicide are not misclassified as other crimes in the Washington system.
SeeSection4.2cof t his Chapter for a description of WSIPPds data sou

The Cohen& Piquero study reports one number for victim costs of crime for each type of crime. WSIPP combines the two
types of robbery reported in the Cohen & Piquero paper to better match the crime types used in the model. We apply

the percentage breakout of tangible and intangible costs fro m the McCollister paper to the average of total victim costs
for the two papers.

WSI PPds model al so has one c¢r i meBoththeMe@Qoblisteyand Gohen & Riqueranstudiesr oper t
break property crime classification into motor vehicle theft, household burglary, and larceny/theft . We use these three

categories and compute a weighted average property category using the estimated number of crimes calculated for

Washington as weights.

WSI PP6s modified crime victim cost esti mathibisd2.29r e i ncluded i n
The variation in WSIPP crime victim cost estimates is calculated as the variation ofotal victim crime costs for each crime
type between the two stu dies weighted by the number of crimes of each crime type for Washington and is equal to 0.08.

8 McCollister, K.E., French, M.T., & Fang, ¥2010). The cost of crime to society: New crimespecific estimates for policy and program
evaluation. Drug and Alcohol Dependence, 108L), 98-109. Cohen, M.A., & Piquero, A.R. (2009). New evidence on the monetary value of
saving a high-risk youth. Journal of Quantitative Criminology, 25(1), 2549.

8 Miller, T.R., Cohen, M.A., & Wiersema, B. (1996Yictim costs and consequences: A new logipocument No. NCJ 155282). Washington,
DC: National Institute of Justice.



Exhibit 4. 2.29

Victim Costs
Year of
A Agg- Felony  dollars
Resource Murder sex Robbery ravated
) property (of
crimes assault
data)
Victim (tangible costs) 567,639 4,745 5,950 12,023 2,027 2010
Victim (intangible costs) 6,497,488 169,294 8,975 18,567 2010

4.2f  Procedures to Estimate Criminal Justice System and Victimization Events

In this section of the Benefit-Cost TechnicalDocumentation, we describe how the inputs from the previous sections are
used to calculate victimizations and costs avoided. In some instances, we also count the quantity of criminal justice
events, such as prison beds, avoided.

Criminal Justice System Resources. For each criminal justice resource r, asdescribed in Exhibits4.2.9and 4.2.27,we
estimate costs avoided using the following equation:
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We also count Average Daily Population prison beds avoided. We do this using Equation 4.2.4 above however; we do not
multiply by the CjsResourceCaogt

Below are definitions and calculations for the variables used in Equation 4.2.4.

Cd The number of trip types, ranked from most serious crime category to least serious For example, we use severcrime
types ranked in the following order: murder, sex offenses, robbery, aggravated assault, property, drugother, and
misdemeanors.

FO The number of years in the recidivism follow-up.

B& The 50 years aftertreatment (the period over which we model the co nsequences of crime).

CjsEvent,d Variable indicating if and when a criminal justice resource is usedor whether a victimization occurs and, if so,
how much of the criminal justice system resource is used. For each criminal justice system resource or vi@mization, we
calculate an event matrix, CrimeEveni, to indicate when a resource is used. Each event matrix occurs within the
recidivism follow-up period, f, for each trip type, ¢, and within the 50 years following treatment b. For criminal justice
system events that occur over multiple years (e.g., prison), we incorporate length of stay information from Exhibit 4.2.4
into the event matrix.

CjsResourceRy.6 The probability that a criminal justice resource, r, will be used for a specifictrip type , c. See Exhibit 4.24.
For example, not all offenders who are convicted of a crime will necessarily receive a prison sentence.

CjsResourceCagd The per unit marginal costs of each criminal justice resource as estinated in Section 4.2 of this
Chapter and as shown inExhibits 42.9 and 4.2.27.

CjsResourceCoEsG0 The calculated real escalation rate of the unit marginal costs of each criminal justice resource as
shown in Exhibit 4.2.9

TotalTrip® The averagenumber of trips through the criminal justice system during the follow -up period for each
population.



TripTimingd Among those who offend during the follow -up period f, the probability that a trip happens in yearf. The
sum of TripTiming equals 1.0.

TripTypePr.d Among those who are convicted, the probability that at least one of the TotalTripsis of trip type is c. See
Exhibit 4.21.

Uniteed The change in the probability of b eing convicted for a crime versus not being convicted in year f. This number is
calculated using our effect size methods applied to the percentage of offenders who have a Washington State court legal
action during the recidivism follow -up period F for that specific offender population as shown in Exhibit 4.21. Different
recidivism base rates are used depending on the specific population that receives a given program.

Victimizations Avoided. Using information from Exhibits 4.2.4 ,4.2.8and 4.2.29 we estimate the number of
victimizations avoided and victimization costs avoided using the following equation:
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Below are definitions and calculations for the variables used in Equation 4.2.5unless otherwise defined in the
aforementioned section.

VictimVolumed Victimizations are shown in Exhibit 4.2.29.
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VictimCost fi The per-unit cost of crime to victims as estimated in Section 4.2 of this Chapter and as shown in
Exhibit 4.2.29

Total Crime Costs . Using Equations 42.4 and 4.2.5we discount the sum of the change in resources and victimization
costs across different types of trips and time using the following equation:
6 YQik 6iwddA Qd
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4.2g Linkages: Crime and Other Outcomes

WS | P P 8 s -cdstemodelfmornetizes improvements in crime, in part, with linkages between crime and other outcomes
to which a monetary value can be estimated. The parameters for these linkages are obtained by ameta-analytic review of
relevant research literature. For example, we estimate the relationship between juvenile crime and high school graduation
by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic process providesboth an
expected value effect given the weight of the evidence, and an estimate of the error of the estimated effect. Both the
expected effect size and the estimated error are entered into the benefit -cost model and used when performing a Monte
Carlo simulation. The linkages in the current WSIPP model are listed inthe Appendix.

4.2h Technical Violations for Criminal Populations who do not Recidivate
Sometime studies also provide outcome measures for technical violations.
In addition to the per -unit cost of crime, WSIPPhas the ability to model the costs of technical violations for persons who

do not have a conviction in the follow -up period. The cost of a violation includes length of stay in prison or jail that may
result from a technical violation. Calculations for the expected cost of violations are conducted using the same algorithms



as criminal justice events.We currently do not have appropriate base rates of technical violations for criminal justice -
involved individuals in Washington. Therefore, we do not currently monetize this outcome.

4.2i  Special Calculations for Prison and Policing Resources

How prison incarceration rates affect crime and how the number of police officers affects crime are most often

summarizedwi t h an O0el asticitydé ef fceacxt osri z&o meends cdThiadeftiehaftthe stihzaen nae
Technical Documentation describes the particular methods we use to estimate effects and monetize outcomes for these

two elasticity-based topics.

We conducted a meta-analytic review of the research literature from the U.S.and beyond to determine if prison and
police are effective at reducing crime rates. We examine studies that have measured how prison average daily population
(ADP) or the number of police officers (POL) affect current crime rates A fuller explanation of WS | P P 6 sanaiysisfoa
these two topics are described in a separate WSIPP repor?.3

There is a research literature on the effect of incarceration rates on crime®* Many of the studies addressing this
relationship in the U.S.construct models using state-level data over a number of years to estimate the parameters of an
equation of this general form:
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In this typical model, crime, C, of type, t, in state, s, and year,y,i s esti mated to be a function of
daily prison population, ADP, a vector of control variables, X, often including state and year fixed effects, and an error

term, e. Some studies use this typeof model to estimate total reported crime, while others examine types of crime such
as violent crime or property crime.

There is similar research literature on the effect of the number of police officers on crime rates® Many of these studies
use data atthe city or county level to estimate the parameters of an equation , such as the following:
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In a typical police model, crime, C, of type, t, in city or county, c, and year, y, is estimated to be a function of the size of a
cityds or countyods over,®0U avecmmohtonsra vamahles,K, ofiea indludirg citly/county end
year fixed effects,and an error term, e.

In the research literature we reviewed, these models are almost alwaysestimated with a log -log functional form, at least
for the dependent and policy variables. Several authors have observed that the panel time series oftenused to estimate
Equations 4.2.8and 4.2.9are likely have unit roots, especially with state level daw.® Thus, to help avoid estimating
spurious relationships, some authors estimate Equations 4.2.8and 4.2.9in first-differences since the time series typically
do not exhibit unit roots after differencing once .

There is considerable concern in theresearch literature on the econometric implications of possible simultaneous
relationships between the variables of interest in Equations 4.2.8and 4.2.9and in omitted variables bias.?” Simultaneity
can occur because crime may be a function of ADP or POL, but ADP and POL may also be a function of crime. Failure to
account for these simultaneous relationships, as well as failure to address omitted control variables in regressions, can
cause statistically biased estimatesIn recent years, much of the discussion and debate in the research literature has

8 Aos, S., & Drake, E. (2013Prison, police, and programs: Evidenebased options that reduce crime and save monegDoc. No. 13-11-
1907). Olympia: Washington State Institute for Public Policy.

8 Marvell, T.B. (2010)Prison population and crime. In B.L. Benson, & P.R. Zimmerman (Edshlandbook on the Economics of Crimepp.
145-183). Cheltenham, UK: Edward Elgar Publishing.

% Lim, H., Lee, H., & Cuvelier, S.J. (2010). The impact of police levels on crime rates: A systematic analysis of methodsl atatistics in
existing studies. Asia Pacific Journal of Police & Criminal Justice, @), 49-82.

% See, for example, Marvell, (2010). See also, Spelman, W. (2008). Specifying the relationship between crime and prisodsurnal of
Quantitative Criminology, 24, 149-178.

8 Durlauf, S.N., & Nagin, D.S. (2010). The deterrent effect of imprisonment NBER 5/07/10, downloaded from:
www.nber.org/chapters/c12078.
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focused ways to address statistical bias from simultaneity and omitted control variables. In our meta-analyses, we ony
included studies that met rigorous standards of evidence by accounting for simultaneity.

Meta -Analytic Results. Exhibit 42.30 displays the results of our meta-analyses. The results are shown for both prison
and police policy variables and their estimated effects on violent crime and property crime. Exhibit 4.2.32 displays the

meta-analytic results for prison length of stay on criminal recidivism.

Prison: average daily population

Exhibit 4.2.30

Meta-Analytic Results: Prison ADP and Police Levels on Current Crime Levels

Policy topic & outcome

Police: number of officers

Note:

All results are from random effects meta-analyses estimated with the methods described in Chapter 2.

Dependent

variable: Type of
crime

Total
Violent
Property
Total
Violent

Property

Elasticity Standard error
-0.260 0.026
-0.351 0.095
-0.246 0.029
-0.377 0.086
-0.763 0.116
-0.351 0.123

Number of
studies

N N o o o N

In order to compute benefit -cost estimates, the meta-analyzed elasticities reported on prison and police as reported in
Exhibit 42.30 need to be converted into the number of crimes avoided or incurred with a particular change in prison or

policing levels.

To begin, the usual calculation of marginal effects from the elasticities obtained with log -log crime models is obtained for
the effect of prison on crime (Equation 4.2.10) and for the effect of police on crime (Equation 4.2.11) using the following

equations:
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In Equations 4.2.10and 4.2.11, the change in the number of crimes, g Cfor a particular type of crime, t, is estimated with:
1) E, the crime-prison elasticity or the crime-police elasticity for a particular type of crime, t, obtained from the relevant
meta-analysis reported in Exhibit 4.2.30; 2) the reported level of crime, C, for a particular crime type, t, as reported in
Exhibit 42.31; 3) the incarceration rate, ADP (18,057), or the level of police employment, POL (10,502); and 4) the
reporting rate to police by crime victims, RR for a particular type of crime, t, as calculated from in Exhibit 42.6. In many
studies, the marginal effects are often calculated at the mean values forADP, POL, C;, and RR over the time series. For

policy purposes, however, it is more relevant to use more recent values for these variables

As noted

earlier

, t he

UCR defi

nition of

Part

1

c r.iThemefere,ma y

we make adjustments to the repo rted UCR crimesfor two types of crimes, sex offenses and larceny/theft (see our
adjusted inputs in Exhibit 4.31) to more closely align the UCR definitions with current law definitions in Washington,
using the following equation:
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In this analysis, we implement Equations 4.2.10 and 4.2.11for two types of crime: violent crime and property crime .

Additionally, to address the limitations in the policy -relevance of the overall elasticities, we implement two adjustments to
the meta-analyzed elasticities,E;, on prison and police as reported in Exhihit 4.2.30. Therefore, we modify
Equations 4.2.10and 4.2.11 as follows:

189 o Yo

. . > 0
O Y 0 —
O VLD
8P T YO vEY,

no



- 0 , . - 0

'O 'Y D hammr—u o
8D @ Y0

o 600
Tap v yo Y'Y Y'Y

The Risk Adjustment, R. The first adjustment factor is designed to modify E to account for how particular policy
proposals may be designed for offenders with different risk -for-reoffense probabilities. For example,a policy change
might be focused on early release from prison policies for lower-risk offenders.

The basic elasticity E, was estimated from research studies that measure all offenders that mee up the whole criminal
populationinquestion. | f t he model s had breiedaktdnibstead ofttadal in thecestimations; ehen E
would have been different. The multiplicative adjustment factor, R, provides a way to model this likely result. We currently
do not adjust our policing elasticities with a risk factor adjustment.

Washington State uses an actuariatbased risk assessment that predictsthe probability of recidivism. This assessment is
used in Washington to classify offenders in prison, in terms of recidivism risk, as lower risk, moderate risk, higher risk fa
non-violent recidivism, or higher risk for violent recidivism.® From the recidivism rates for all offenders and for those
same offenders separated by risk levels, we compute simple ratios of reidivism rates. The ratios indicate the relative
likelihood of recidivism for different risk levels, compared to all offenders as a group. These ratios are then used as the
risk adjustment multipliers, R, in Equations 4.2.13-4.2.16. Since there is risk around these risk adjustment multipliers, we
use a triangular probability density distribution for the Monte Carlo simulation with minimum and maximum

multiplicative values to account for between-group variation. The minimum and maximum parameters were estimated by
examining the variation in cohort -to-cohort recidivism rates. We use the ratio relative to all offenders as illustrated in
Exhibit 4.2.30 as the mean value andexamine cohort-to-cohort variation to set the minimum and maximum values.

Exhibit 4.2.31
ThreedYear Recidivism Rates of Offenders Released from Prison in Washington State,
Fiscal Years 2002 to 2004

Recidivism for a violent felony offense Recidivism for a p roperty felony offense

Risk for re -offense Number of

category offenders Recidivism rate Ratio: relative to all Recidivism Ratio: relative to all

offenders rate offenders

All offenders 14,459 12.8% 1.00 16.2% 1.00

Lower risk 2,018 3.6% 0.28 2.7% 0.16
Moderate risk 2,743 8.1% 0.63 9.3% 0.57

High risk, non-violent 5,167 9.3% 0.72 22.2% 1.37

High risk, violent 4,531 23.9% 1.86 19.6% 1.21

Note:

Recidivism is defined as a new felony reconviction in the state of Washington within three years of release from prison, where the most serious conviction is
either for a violent or property offense. For the purposes of Exhibit 4.2.30, other offenses, sucha drug offenses, are not included in this definition.

The Policy Adjustment, P. Equations 4.2.13 4.214, 4.215, and 4.2.16 implement a second multiplicative adjustment, P,
to account for differences in the effectiveness of policies. Certain changesin prison term or policing strategies have
evidence that indicates that these policies different from the general strategy

The Incarceration Policy Adjustment.  There are two ways policies can affect total incarceration ADP: the probability of
going to pri son given a conviction and the length of stay given a prison sentence.The first factor implies punishment
certainty while the second more closely reflects punishment seveiity. These two factors are likely to have different effects
on crime, yet the overall elasticity, E, estimated with current research using total ADP, is unable to distinguish the
separate effects. Therefore,Equations 4.2.13and 4.2.14 implement a second multiplicative adjustment, P, to account at
least partially for this limitation in th e current state of incarceration research.Without adjustment, simply using E to
estimate how a change in prison length of stay affects crime would most likely over-estimate the effect.

% Barnoski & Drake (2007).
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Nagin, (2013) and Durlauf & Nagin, (2010) have found that changing length of stay is likely to have a smaller effect than
changing the probability of punishment, we developed a procedure to provide a plausible adjustment to the overall
prison-crime elasticity measured with the studies we include in the meta-analytic results displayed in Exhibit 42312 One
of the steps of this procedure was to conduct a meta-analysis on the effect of the length of stay on crime. These results
are below in Exhibit 42.32.

Exhibit 4. 2.32
Meta-Analytic Resuls: PrisonLength of Stay on Recidivism
Dependent . Standard Number of
. Elasticity .
variable error studies
Prison LOS (a one month increase) Crime -0.010 0.009 9
Note:

All results are from random effects meta-analyses estimated with the methods described in Chapter 2.

To adjust the overall prison crime elasticity for length of stay policies, we implement the computational proce dure
displayed in Exhibit 42.33. To inform how length of stay policies affect current crime levels through incapacitati on, we use
our meta-analytic results measuring how length of stay affects the future recidivism rates of specific offenders display in
Exhibit 42.32. If the effect of prison ADP on crime is primarily incapacitation rather than general deterrence, then studies
of the effect of prison length of stay on the future recidivism rate of specific offenders provides useful estimates of how
current crime levels change when length of stay changes. We estimate an elasticity metric for the literature estimating
how prison length of stay affects the recidivism rate of specific offenders. From 1986 to 2009 in the U.S, prison length of
stay increased by about four months, or about 17%, according to the U.S. Department of Justice We estimate that the
17% increase in lengh of stay resulted in roughly a 2% decrease in recidivism rates, as described emputationally in
Exhibit 42.33. This produces an elasticity of -0.202. Since the elasticity for total UCR crime from our meta-analysis
reported in Exhibit 4.2.30is -0.26, a smple policy multiplier to use to analyze length of stay po licy changes with Equations
4.2.13and 4.2.14is 0.776 €0.202 / -0.26). Thus when using the equations to analyze sentencing options that affect the
length of prison stay on current crime levels, we use a mean multiplicative value of 0.776 to modify the overall elasticities
reported in Exhibit 4.2.30that measure both the probability or prison as well a s the length of incarceration. The
adjustment is rather crude (if data allowed, it would be bette r to estimate separate effects for violent and property
crimes), but it does provide a first order approximation that is likely to be closer than simply using E as the effect. Since
there is risk and uncertainty around this estimate, in Monte Carlo simulation we model a triangular probability density
distribution with lower and higher values in addition to the modal value of 0. 776.

% Nagin, D. (2013). Deterrence in the twentyfirst century: A review of the evidence. Crime and Justice: A Review of Research. Chicago, IL:
University of Chicago Press.



Exhibit 4.2.33
Calculation of WSIPP Policy Adjustment Multiplier for Changes in Average Daily Prison Population
Obtained by Changing the Length of Stay (rather than the probability of incarceration)

Step Total crime

(1) Number of months change in prison length of stay, U.S, 1986 to 2009" +4
(2) Percent change in length of stay' +16.67%
(3) Effect size for changein recidivism, per month of prison length of stay * -0.0102

Standard error® 0.09
(4) Effect size for observed change in length of stay -0.0408
(5) Base recidivism raté 50%
(6) Recidivism rate after change in length of stay 49%
(7) Percent change in recidivism rate$ -3.36%
(8) Elasticity: percent change in recidivism rate per percent change in length of stay -0.202
(9) Overall Prison/Crime elasticity -0.26
(10) Policy multiplier® 0.776

Notes:

*Bureau of JusticeStatistics, U.S. Department of Justice, National Corrections Reporting Program, First Releases from State Prison, annual
reports from 1986 to 2009. The mean length of stay increased from 24 to 28 months between 1986 and 2009.

2Calculated from our meta-analysis of the effect of a one month increase in incarceration length of stay of criminal recidivism. Results are
displayed in Exhibit 42.32.

*We assume a linear effect size and multiply the effect size from step (3) times the number of months change from step (1).

“This is roughly the long-term (15-year) recidivism rate of adults released from prison in Washington State, where recidivism is defined as a
reconviction for a felony offense in Washington.

®The recidivism rate after applying the Dcox effect size from step (4) to the base recidivism rate from step (5).

6Step (6), divided by Step (5), minus one.

"Step (7), divided by Step (2).

8 From Exhibit 42.30, the simultaneity adjusted elasticity for overall UCR crime.

9 Step (8), divided by Step (9).

The Policing Policy Adjustment. A growing body of research indicates that the way in which police are deployed in the

community has a significant effect of crimerates. For examp |, (€20 N&a)gi méwi ew of the | iteratu
spots" and opulling | everso6 policing deployment strategies h
deployment strategies, while rapid response or thorough investigation strategies do not i ncrease the effectiveness of

policing on crime.*® Thus, specific deployment policies are likely to have differential effects on crime, yet the overall

elasticity, E, estimated with current research using total policing levels, is unable to distinguish additional effects.

Therefore, Equations 4.2.14and 4.2.16implement a policy adjustment, P, to account at least partially for this limitation in

the current state of policing research.

For police elasticities, we adjust for the policing strategy being used, based on evidence that certain police strategies
differ from average police deployment.

The steps weuse to estimate a policing policy adjustment multiplier are listed in Exhibit 42.34 and follow this
computational process:
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We begin by computing the average marginal effect, ME, for crime type t, from our meta-analyses of the policing

literature, described above. We then use the meta-analyzed effect size for hot spots policing, HSES for crime type t,

reported in the meta -analysis by Braga, et al. (2012).91 The effect size measures, at the policing jurisdiction level, the

effect of hot spots policing, in standard deviation units of crime, compared t o hon-hot spots jurisdictions. We use
Washington State jurisdiction-l evel UCR data for 2011 in Washingtonds cities
rates and the associated standard deviation in jurisdiction-level crime rates, SD, for crime type t. From the UCR data, we

also include mean policing levels per jurisdiction, POL, and mean population per jurisdiction, POP. The resulting policy

level multiplier estimates the degree to which policing following a hot spots deployment approach increases policing

effectiveness relativeto average effects, E. For example, a policy multiplier of 1.11 would indicate that hot spots deployed

 Nagin (2013).
1 Braga, A., Papachristos, A., &ureau, D. (2012)Hot spots policing effects on crime Campbell Systematic Reviews, 8.



police are, on average, 11% more effective that police dedoyed with a routine strategy. We estimate an error term for the
policy multiplier by running a Monte Carlo simulation, using the standard error from the Braga et al., (2012) meta-
analysis.

Exhibit 4.2.34
Calculation of WSIPP Policy Adjustment Multiplier for Hot Spots Police Deployment
Step Violent crime Property crime
(1) Marginal effect of a police officer deployed with an average strategy, on annual UCR -1.89 -4.48
crime!
(2) Effect size of OoHot Spotsoé policing,? ¢ -0.175 -0.084
Standard error of the effect size 0.058 0.048
(3) Mean per-capita UCR crime rate in Washington policing jurisdictions® 0.00215 0.03147
Standard deviation in per capita crime rates 0.00177 0.01986
(4) Change in mean jurisdictional per-capita crime rate from hot spots deployment * -0.00031 -0.00167
(5) Change in mean jurisdictional crimes from hot spots deployment® -9.253 -49.794
(6) Change in crimes per officer from hot spots deployment® -0.237 -1.278
(7) Mean Policy Adjustment Multiplier” 1.13 1.29
Washington State datistics
Mean number of commissioned police officers per jurisdiction ® 38.97
Average population per jurisdiction ® 28,852

Notes:

! Marginal effect (E*C/POL) calculated with an elasticity, E, times the current statewide level of violent or property UCR criras, C, divided by the current
statewide level of commissioned police officers. The elasticity, E, measures the average officer deplyed in an average practice manner. The elasticities for the
WSIPP analysis are reported in Exhibi¢.31.

2From Table 10.4 of the metaanalysis by Braga, et al. (2012). Standard errors calculated from the confidence intervals reported in their Table 10.4.
*calculated from all reporting city and county sheriff 0s bsiaefofthedBl.s i n Was
“The effect size from Braga, et al., (2012) times the standard deviation in crime rates for Washington jurisdctions.

®The factor in footnote 4, times the average population per Washington policing jurisdiction, reported in this table.

6Change in crimes per jurisdiction, divided by the mean number of officers per jurisdiction, reported in this table.

"The sumof the marginal effect per officer (note one), plus the change in crimes per officer due to hot spots (note 6), divided by th e marginal effect per
officer.

8 Calculated for Washington police jurisdictions from UCR data and population data from the Washing ton State Office of Financial Management for 2011.

Estimating Large Changes in ADP or POL. Since the computation of marginal effects from Equations 4.2.13, 4.2.14
4.2.15, and 4.2.16is designed for small unit changes in ADP or POL, and since theesults will typically be used in practice
to estimate the effects of larger policy changes in ADP or POL, the computation of the total marginal crime effect is
estimated iteratively, one ADP or POL at a time Equations 4.2.18, 4.2.19, 4.2.2Gand 4.2.21implement this iterative
process for violent and property crime marginal effects. The equation sums the change in crimes for the (absolute value)
of a total sentencing change or police change. For a policy that raises or lowers total prison ADP; or total po lice levels
POLy, the change in crime by type, o G or G, is calculated with the estimate of the adjusted elasticity for that type of
crime, E times Rtimes P, multiplied by the total crime of each type after each unit iteration of the total ADP or POL
change. If ADP is increased by a policy change, then ADP increases (+) by one unit for each iteration a; if ADP is
decreased by a policy change, then ADP decreases-| by one unit for each iteration, a.
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For example, for a policy that decreases prison ADP by 100 unitsFquations 4.2.18and 4.2.20are calculated 100 times,
each time calculating the marginal crime effect after substituting a one unit reduction in ADP and the new level of the
crime variable after the previous delta crime has been computed.



For a number of the benefit-cost calculations that follow, we are interested in total violent or property crime effects as
described with Equations 4.2.18, 4.2.19, £.20,and 4.2.21 Total crime changes are used, for example, in computing the
victim costs of crimes incurred or the victim benefits of crime avoided when policies change. For some calculations,
however, we are only interested in computing the taxpayer costs of the criminal justice system and, hence for these
calculations we are only interested in crimes reported to police. These reported-crime estimates, (R Gnd R Lare set
using the following equations:
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Exhibit 4. 2.35
Washington Criminal Justice System Resources

Washington ¢ ourt and criminal justice Murder Felqny sex Robbery Aggravated

numbers crimes assault
Number of arrests, adult and juvenile 156 1,409 2,129 6,134 41,165 2011-2014
Number of trips, adult and juvenile 220 1,065 1,020 6,496 9,632 2011-2015
Ecznbli r of convictions, adult and 264 1,747 1,335 8,651 17,995  2011-2015

Number of arrests adult and juvenile. Adult and juvenile felony conviction data are obtained from FBI UCR Crime
publications.®?

Number of trips, adult and juvenile. Adult and juvenile felony conviction trips are calculated using the WSIPP Criminal
Justice System Database.

Number of counts, adult and juvenile. Adult and juvenile felony conviction s are calculated using the WSIPP Criminal
Justice System Database.

Victim Costs or Benefits. The victim costs or benefits are estimated with the following equation:
TR& T YO'QOA DD B0 Qa0 A "YE'Qow QMo Q& 0AQT Y& Qo

The change in the total value of victim costs,pV i c tisithem§um of the change in the number of violent and property
victimizations from Equations 4.2.11, gp Gand o G times, respectively,the marginal victim cost per violent and property
victimization, VictimPerUnit§ and VictimPerUnit$. In Monte Carlo simulation, a triangular probability density distribution
is used to model uncertainty in the per unit victim costs.

Criminal Justice Syst em Costs or Benefits. When crime is increased or reduced, taxpayers can expect to pay more or
less, respectively, from the policy change. The calculation of these amounts are done for police expenses; courtelated
expenses including court staff, prosecutor and defender staff; jail sanction costs; prison costs; and community supervision
costs for jail-based or prison-based sentences. The change in expenses for each part of the criminal justice system are
calculated using the following equations:
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%2 Information for Washington taken from Crime in the United StatesData Series FBI Table 69 https://ucr.fbi.gov/crimein-the-
u.s/2014/crime-in-the-u.s-2014/tables/tab le-69.
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For each segment of the criminal justice system, the change in expenses is the sum the change in the number of repored

violent and property victimizations from Equations 4.2.22and 4.2.23, (o R @and R Ctimes, respectively, the probability

that a reported crime uses resources in each criminal justice segment, times the marginal cost of that segment per violent

and property victimization. For jail and prison length of stay and for the length of stay on com munity supervision for jail -

based and post-prison-based segments, the parameters are conditional on the probability of a trip given a reported
crime.Theperuni t costs are denominated in a common Obasé® year ds
benefit-cost analyses. In Monte Carlo simulation, a triangular probability density distribution is used to model uncertainty

in the marginal per-unit criminal justice costs.

4.3 Valuation of Child Abuse and Neglect Outcomes

WS | P P d s -cdstanodelfcontains procedures to estimate the monetary value of changes in the occurrence of child

abuse and neglect (CAN), as well as the monetary value of changes in outof-home placement (OoHP) in the child welfare

system. This section of the Technical Documengat i on descri bes WSIPP&6s current procedul
benefits of program -induced changes in CAN and OoHP

In general, analysts have constructed two types of studies to estimate the costs of CANAi O pr e v ablaesnecde6é st udi es
0 i n ci-dasendcée s tPredaleree costing studies look backward and ask: How much does CAN cost society today,

given all current and past CAN among people alive in a state or country?‘33 Incidence costing studies look forward and

ask: How much benefit could be obtained in the future if CAN was reduced? Both approaches use some of the same

information, but assemble it different ways . Incidence-based studies are more useful for estimating the expected future
benefits and costs of policy ch-basedapprpachVNS1 PP86s model wuses an

This component odosthviél B &8ignedloeascertain whether or not there are effective, economically

attractive policy options that can reduce CAN and OoHP if implemented well WS | PP&ds model includes est
value of reducing a substantiated child abuse and neglect (CAN) case, from the perspective of the victim, and to society

at large. In addition, we estimate the value of avoiding out-of-home placements in foster care from the perspective of the

taxpayer. The direct benefits are derived by calculating the costs that are incurred with the incidence of a child abuse and

neglect case, or an occurrence of placement outof-home.

CAN costs are a function of three principal components: the expected value of public costs associated with a

substantiated CAN case (e.g., child welfare system and court costs) and an estimate of the medical, mental health, and

quality of life costs associated with the victim of CAN (including the higher risk of death experienced by CAN victims). The

third component is made up of other long -term costs that are causally linked to the incidence of CAN; these linkages are

described in Section 4.3d and furth er detailed in the Appendix. OoHP costs are derived from the expected valueof public

costs of an out-of-home placement, conditional on that placement occurring . As the costs for OoHP are most often a

function of CAN-related participation in the childwelfar e system, we most frequently refer
describing our computations below .

% See for example, Wang, C.T. & Holton, J. (2007).otal estimated cost of child abuse and neglect in the United State€hicago: Prevent
Child Abuse America. Retrieved June 30, 2011 from:
http://www.preventchildabuse.org/about_us/media_releases/pcaa_pew_economic_impact_study_final.pdf



Limitations of o ur Methods for Valuing Reductions in CAN and OoHP

In the current benefit-cost model, we do not estimate the benefits of reducing CAN to the children of CAN victims. Our
model is presently limited to effects on the two generations of CAN prevention or intervention program participants: the
parent and the child (potential victim) . Some research has demonstrated that CAN victims are more likely b perpetrate
abuse or neglect on their own children; we are unable to monetize those effects at this time. 9

4.3a CAN Prevalence and Cost Parameters

The CAN model is driven with a set of parameters describing various aspects of CAN epidemiology participation in the

child welfare system, and linked relationships with other outcomes. In addition, there are several other input parameters

used in the CAN model that ar ecosgneodet themséd aretdiscusded elsewh@re intisv e r a | | be
Chapter. In the following sections, the sources for the parameters and the computational routines are described.

Exhibits 4.3.1, 4.3.2, and 4.3.3 display the parameters for the analysis of child abuse and neglect and out-of-home
placement in the child welfare system. Each is described in detail below.

WS|I PPds CAN model begins by analyzing the epidemiology of CA
experiencing child abuse or neglect. An estimate of the cumulative prevalence of CAN is central to the benefit-cost model
because it becomes the oObase rated6 of CAN to which program o
the number of avoi ded CAdlampoventhe lifetine olbwirg éehtmény. t he pr

Exhibit 4.3.1 displays the following inputs, for age one to 18:

1 the cumulative prevalence of CAN for generaland low-income populations;

1 the cumulative likelihood of CAN recurrence for indicated populations;

1 the annual likelihood of out -of-home placement for those with CAN for general and indicated populations;
1 the cumulative likelihood of out -of-home placement for the imminent risk and SED populations.

 Whipple, E.E. & WebsterStratton, C. (1991). The role of parental stress in physically abusive familiehild Abuse & Neglect, 1%3), 279
291; Hunter, R.S., Kilstrom, N., Krayhill, E.N., & Loda, F. (1978). Antecetienf child abuse and neglect in premature infants: A prospective
study in a newborn intensive care unit. Pediatrics, 6X4), 629-635; Kim, J. (2009). Typepecific intergenerational transmission of neglectful
and physically abusive parenting behaviors among young parents. Children and Youth Services Review, 81), 761-767; Belsky, J. (1993).

Etiology of child maltreatment: A developmental -ecological analysis.Psychological Bulletin, 1143), 413434.



Exhibit 4.3.1
Prevalence of CAN and OOHP by Population

General p opulation Indicated (CWS -involved) Special populations
population

Abuse & Abuse & Out-of-home Abuse & Out-of-home | Children at Children with
Neglect: Neglect: placement of Neglect: place: of imminent serious
cumulative cumulative those with recurrence for those with risk of emotional
prevalence prevalence CAN maltreated CAN removal disturbance
(low -income) children (SED)

Rate of first

Rate of first substantiation CAN-referred Recur.rer?t . Placement Placement by
_— by age, ) substantiation Removal in
substantiation ) population: by follow - follow -up
cumulative, by follow up each follow -
by age, age of 1st up year, year,
. for low year, up year . .
cumulative . placement . cumulative cumulative
Age or income cumulative
follow -up population
year Percent Percent Percent Percent Percent Percent Percent
1 0.0212 0.0451 0.3439 0.2124 0.3431 0.4911 0.3543
2 0.0302 0.0635 0.1303 0.3275 0.1984 0.5682 0.4076
3 0.0389 0.0810 0.1127 0.3949 0.1683 0.6133 0.4388
4 0.0469 0.0968 0.1025 0.4427 0.1508 0.6453 0.4609
5 0.0544 0.1113 0.0952 0.4797 0.1383 0.6701 0.4781
6 0.0615 0.1247 0.0896 0.5100 0.1286 0.6903 0.4921
7 0.0681 0.1371 0.0849 0.5356 0.1207 0.7075 0.5039
8 0.0743 0.1486 0.0811 0.5578 0.1140 0.7223 0.5142
9 0.0800 0.1590 0.0777 0.5774 0.1082 0.7354 0.5233
10 0.0853 0.1687 0.0747 0.5949 0.1031 0.7471 0.5314
11 0.0903 0.1776 0.0720 0.6107 0.0985 0.7577 0.5387
12 0.0949 0.1858 0.0696 0.6251 0.0944 0.7674 0.5454
13 0.0996 0.1939 0.0674 0.6384 0.0906 0.7763 0.5515
14 0.1042 0.2020 0.0654 0.6507 0.0872 0.7846 0.5572
15 0.1088 0.2098 0.0635 0.6622 0.0840 0.7922 0.5625
16 0.1133 0.2175 0.0618 0.6729 0.0810 0.7994 0.5675
17 0.1171 0.2239 0.0601 0.6830 0.0782 0.8062 0.5722
18 0.1195 0.2279 0.0586 0.6925 0.0755 0.8125 0.5766

To compute the estimated probability of being a victim of child abuse or neglect, we use data from the National Child
Abuse and Neglect Data System to calculate the oneyear prevalence of child victims by age group.” In any given year,
some of these cases are repeat cases from previous maltreatment episodesWe estimate this number by subtracting the
proportion of first -time victims* from one. Using these two parameters to calculate the annual probability of a new
substantiated child abuse or neglect case for a child from age one to age 18, the implied lifetime prevalence rate of child
abuse or neglect for the general population of children is estimated to be 11.9% . The cumulative prevalence for CAN by
age, after repeat cases are acounted for, is displayed in Exhibit 4.3.1.

To test the reasonableness of this estimate, we use a second approach to calculate the lifetime prevalenceWe gather
other research studies that examine this question with longitudinal cohort data . Exhibit 4.3.2 summarizes these estimates

17 Administration on Children, Youth and Families, (2011) Child Maltreatment 2011 Table 3-4. Retrieved August 1, 2013, from
http://www.acf.hhs.gov/sites/default/files/ch/cm11.pdf.
% Ibid, table 3-13.



The studies measure child abuse and neglect with different definitions, for different populations, and at different times .
Ignoring these variations, a simple weighted average of the studies produces an estimate of 10.6%lifetime prevalence of
child abuse, slightly lower than, but similar to the estimate described in the first method above.

Exhibit 4.3.2
Lifetime Prevalence Estimates of Child Abuse and Neglect

Number in Total Pgrcentgge
. . with child
study with number in
abuse or
abuse sample
neglect
Total 3,765 35,650 10.6% Weighted average of studies listed
Eckenrode et al.1993 1,239 8,569 14.5% General pop, NY, substantiated cases
Stouthamer-Loeber et al. 2001 52 506 10.3% Inner city pop, Pittsburg, substantiated cases
Zingraff et al. 1993 10 387 2.6% School sample, Mecklenburg, NC
Thornberry et al. 2001 213 1,000 21.3% Rochester, NY, substantiated cases
Reynolds et al.2003 69 595 11.6% Chicago higher risk sample, CPS control group
MacMillan et al. 1997 1,461 9,953 14.7% General pop, Ontario, severe, selreport
Brown et al. 1998 46 644 7.1% General pop, non SES
Kelleher et al. 1994 378 11,662 3.2% Five urban sites
Dodge et al. 1990 46 304 15.1% General pop, physical abuse
Finkelhor et al. 2003 252 2,030 12.4% One year rate

Some of the populations that are the focus of prevention and early intervention programs are not the general population
but are, instead, from higher risk populations, often those with low socio-economic status. For the model, we estimate a
parameter for this (an odds ratio applied to the annual prevalence rate for the general population) by taking a weighted
average of the results of five studies that examined this question with lower-risk control groups (see Exhibit 4.3.3).

Exhibit 4.3.3
Odds Ratios for Child Abuse and Neglect: High-Risk Populations

. l.\lumbe.r Ly High -risk population
participants in study

Total 43,707 2.175 (Weighted average)
Lealman et al.1983 2,802 3.72 Mothers under 20 OR with late prenatal care OR unmarried
Murphey & Braner 2000 29,291 2.45 Teen mothers OR eligible for Medicaid
Kotch et al. 1999 708 1.36 Receiving income support
Hussey et al.2006 10,262 1.06 Income less than $15,000
Brown 1998 644 1.44 Low income

For children already in the child welfare system, we also estimate the likelihood of recurrence of abuse or neglect The
results of this analysis arealso displayed in Exhibit 4.3.1; we use child welfare history data from Washington State to
estimate, of those children who receive one accepted referral, the proportion who subsequently receive another accepted
referral over time.*® We analyze the proportion of children who have experienced a recurrence of abuse or neglect, from

" Lealman, G.T., Phillips, J.M., Haigh, D., Stone, J.C&d-Smith, C. (1983). Prediction and prevention of child abusé An empty hope? The
Lancet, 3218339), 14231424;. Murphey, D.A & Braner, M. (2000). Linking child maltreatment retrospectively to birth and home visit
records: An initial examination. Child Welfare, 79(6), 711-728; Kotch, J.B., Browne, D.D., Dufort, V., Winsor, J., & Catellier, D. (1999).
Predicting child maltreatment in the first 4 years of life from characteristics assessed in the neonatal period. Child Abuse and Neglect,
23(4), 305319; Hussey, J.M., Chang, J.J., & Kotch, J.B. (2006hild maltreatment in the United States: Prevalence, risk factors, and
adolescent health consequences.Pediatrics, 11§3), 933942; Brown, J., Cohen, P., Johnson, J.G. S&lzinger, S. (1998). A longitudinal
analysis of risk factors for child maltreatment: Findings of a 17-year prospective study of officially recorded and self-reported child abuse
and neglect. Child Abuse and Neglect, 2211), 1065 1078.

% WSIPP analysis 0DSHS CAMIS data for FY 1998 and FY 2000 birth cohorts.



one year out to 12 years. We then plot a logarithmic curve with those data to predict the likelihood of a recurrence from
up to 17 years after the initial incident.

Exhibit 4.3.1 also displays the base rates of outof-home placement for various populations . For the general population,
we calculate the probability of out -of-home placement at each age, given a child has an accepted CAN referral, based on
a WSIPP analysis of Washington State child welfare datd’ To compute the base likelihood of out -of-home placement for
a prevention populati on, we multiply the likelihood of a substantiated CAN case at each age (derived from NCANDS data
as described above) by the ratio of Washington-reported accepted referrals to estimated CAN cases' then by the

likelihood of out -of-home placement given CAN at each age.

For the population of children already in the child welfare system, we computed the likelihood, for each year following a
second accepted referral (regardless of their age at first or second accepted referral), that a child would be removed from

home. For children deemed at o0i mminent risko ofof-hmheacement, a
placement for these children was much higher than in the indicated population (from the studies we included, about 25%
of children ati skiommifnen acement had been removed from home in

nearly 50% by one year)?Ol Our analysis resulted in a unique predicted base rate of out-of-home placement for the

0Oi mmi nent r i sTkedastpotumrih ExHibit €.311.shows the cumulative likelihood over time of out -of-home
placement for children with serious emotional disturbance (SED) These children are sometimes placed in intensive foster
care, or in the hospital for psychiatric treatment. 102

Estimated per-child child welfare system costs are displayed inExhibit 4.3.4. The table below provides the sources for
these figures, in some cases derived from Washington State data, and in other cases estimated from national dataWe
multiply the probab ility of receiving each service by the per-child cost to calculate an expected value cost for each
accepted referral.

In addition, we also estimate the cost of placing children with serious emotional disturbance (SED),103 although these
children are not placed for reasons of abuse and neglect, but rather mental health problems, the programs which aim to
avoid placements for this population are often provided within the child welfare system.

% Using data from DSHS CAMIS for children born between July 1, 1997 and July 1, 2008, we examined the subset of children who hisat

least one accepted referral at some point in their childhood (in ou r analysis, accepted referrals act as a proxy for substantiated CAN

cases; later in the analysis we compute the ratio of accepted referrals to our estimate of substantiated CAN cases as an adgtment). We

computed the proportion of children who were remove d at some point subsequent to that accepted referral, by age of first accepted

referral.

1% T4 compute this ratio, we use data from DSHS CAMIS for children born between July 1, 1997 and July 1, 2008 to determine what

proportion had at least one accepted referral by age 11. We then divide this proportion by our estimated cumulative proportion of

substantiated CAN in the general population by age 11 (see Exhibit 4.3.1).

1L \WSIPP analysis of two evaluations of the HHMEBUILDERS model of intensive family preserv ation services, which serve youth at

Oi mminent riskoé& of placement a nd-homepacement at different periods oféimel Wekpbttedtheo od of o wu't
likelihood of placement by follow -up period and fit a logarithmic curve to the point -in-time estimates, projecting rates of removal for up

to 17 years.

192 \We calculated the cumulative percent from two studies of Multisystemic Therapy for children with SED that followed children o ver

more than one year. We used the data from four points in ti me to plot a logarithmic curve from which we projected rates of placement

for up to 17 years.

198 The cost of out-of-home placement for SED children is based on a WSIPP analysis of Washington State data, taking into account the

cost for Behavioral Rehabilitetion Services (BR8 residential treatment for children) and the average length of stay in such treatment.

Cost data was derived from the DSHS Chil dr ends A-dhidongoisgtplacarhenton EMI S r
services costs for FY1), and length of stay was estimated from DSHS CAMIS data for children removed from home for behavior, drug, or

alcohol problems between January 1, 1999 and January 1, 2005.



Exhibit 4.3.4
The Estimated Average Public Cost of a Child Protective Service Case Accepted for Investigation,
State of Washington (in 2014 Dollars)
Number Probability . Year of Expected
of Per-child cost per
of . dollar
receiving cost accepted

. . estimates
this service case

©) () (3) (4) (5)

children

Child Protective Services (CPS)

Referrals (children) acepted for investigation 37,992 100% $696° 2011 $727
Police involvement 6,345° 16.7% $670" 2009 $122
Juvenile court dependency caseinvolvement 4,864 12.8% $3,37% 2007 $484
Child w elfare services
Percentage of protective custody placements that are CPS cases 75.27%
Protective custody (foster care) 5,589 11.1% $34,623 2012 $3,931
In-home services (not out-of-home placement) 37,992 2011 $462 2011 $483
Adoption 790™ 2.1% $79,0942 2012 $1,686
Juvenilecourt termination caseinvolvement 1,705% 4.5% $3,906° 2007 $196
TOTAL: Expected present value cost of an accepted CPS case (i 4 dollars)
Rate of decay of system costs over time
Addendum: Expected present value cost of an out of-home placement, conditional on an out -of-home placement $48,300
Addendum: Expected present value cost of an outof-home placement, for a child with serious emotional disturbance (SED) $9.026
Notes:

'Washington State DSHS Childrends Admi rhitpsivwwalshs.wargov/pd/€alyehr -iM-eceiew20ilinpdfRe vi ew, avail abl e
2Wa s hi ngton State DSHS Research and Data Analysis Client Beaarmgefent', dikdgdbgtbtdl. Tot al €
accepted referrals.

3 Percentage of referrals from police sources, all states, applied to total accepted referrals. From Administration on Children Youth and Families (2011) Child

Maltreatment 2011, Table 2-C, available at:http://www.acf.hhs.gov/sites/default/files/cb/cm11.pdf .

*# Marginal operating cost of an arrest for a misdemeanor from WSIPP crime model.

5 Washington State Office of the Administrator of the Courts, 2012, Juvenile dependency filings. Report available at
http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&file|D=jdpfilyr.

® Based on average number of hearings per case (see Miller, M. (2004)How do court continuances influence the time children spend in foster caréDoc. No. 04-03-

3901). Olympia: Washington State Institute for Public Policy.) multiplied by WSIPP analysis of average cost per hearing (baseon projected length in hours, and

the hourly wages for the people estimated to be involved in each hearing).

"Based on WSIPP anal ysis of DSHS Childrendés Administration data.

8 AFCARS 2011, Children in Foster Care (entered cardttp ://cwoutcomes.acf.hhs.gov/data/downloads/pdfs/washington.pdf .

°Calcul ated based on DSHS Chi l dcapita dbsts foh BY2013 We recogaizeithatriherp arenajdditiontal eadts qf @utof-home care for

children placed with relatives, such as child-only TANF payments. We are unable to estimate these costs at this time, but plan to do so in the future.

®YDSHS Childrends Administration EMIS r eporting system; undunpdFYmtaleadtsforanunt s of <ch
home services and divided by total accepted referrals for a cautious per-child estimate.

“WS| PP estimate of new adoption cases each year, from FY2008 DSHS Childrends Adm
12WSIPPcalculationoftotaladoptionsupportper case, estimated from FY2012 Childrendés Administration de
13Washington State Office of the Administrator of the Courts, 2012, Juvenile termination filings. Report available at
http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&fileID=jdpfilyr

Expected value victim costs are derived from calculations by Milleret al., (2001); their comprehensive analysis of the

future impacts of victimization by child abuse and neglect takes into account medical, mental health, and quality of life

costs, as described inExhibit 43.5.% These estimated totals are life cycle expected value costs per CAN crime; we westhe
o0decayd6 parameter for victim costs above to oO0spread outdé tho

194 Miller, T.R., Fisher, D.A., &ohen, M.A. (2001). Costs of juvenile violence: Policy implicationsPediatrics, 1071).


http://www.dshs.wa.gov/pdf/ca/year-in-review2011.pdf
http://www.acf.hhs.gov/sites/default/files/cb/cm11.pdf
http://cwoutcomes.acf.hhs.gov/data/downloads/pdfs/washington.pdf
http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&fileID=jdpfilyr

Exhibit 4.3.5
Medical, Mental Health, and Quality of Life Costs
per Victim of Child Abuse and Neglect, 1993 Dollars

Medical and
mental Quality of Number of
@ victims @

health life costs

costs®
(1) (2 (3)

Type of child abuse and neglect

Sexual abuse $6,327 $94,506° 114,000
Physical abuse $3,477 $58,645 308,000
Mental abuse $2,683 $21,099 301,000
Serious physical neglect $9112 $7,90% 1,236,000
Total $1,901° $22,94¢' 1,959,000
Distribution of costs by p ayer
Percentage incurred by taxpayer 50% 0%’
Percentage incurred by victim 50% 100%°
Amount paid by taxpayer $951 $0
Amount paid by victim $951 $22,948
Rate of decay of victim costs over time -0.10
Notes:

! The source of the cost elements in this table is Miller et al. (2001).

2 |bid., Table 1. We assumed 80% urban and 20% rural costs on thailler et al. table 1.

3 The source for the total U.S.number of victims: Miller, T.R., Cohen, M.A., & Wiersema. B. (1996Yictim costs andconsequences:
* A new look Research report, Table 1. Washington, DC: National Institute of Justice.

® These totals are weighted averagesums using the victim numbers in column (3).

S wsIPP assumptions.

The final parameters in Exhibits 4.3.4 and 4.3.5 allow us to estimate the timing of costs incurred within the child welfare
system. We have two rates of decay, one for costs within the child welfare system, and one for costs to the victim. Within
the system, costs for a case of child abuse or neglect do not occur all at once, but rather linger over time. Costs like an
investigation, initial services to a family, dependency court, and soforth, occur early in the case, but child welfare services
and out-of-home placements may continue for a number of years. From our data in Exhibit 4.3.4, we estimate the amount
of system-related costs we would expect to be incurred within the first two yea rs of a typical CAN case (78%)Using that
figure, we calculate a rate of o0decay, 6 such that for each vy
-0.53. That means, in the first year, 53% of the total expected costs are incurred; by he end of the second year, 78% have
been incurred; 90% by the end of the third year; and so on. This decay continues for a maximum of 17 years, as child
welfare system costs for out-of-home placement, courts, and child welfare services, etc., often do notcontinue past the
age of 17.

We also estimate the amount of victim-related costs over time, expecting that these costs may linger much longer than
system-related cost. Our estimated rate of decay for these costs is-0.10, which means that, relative to system costs, we
expect victim costs of mental health and quality of life to be spread over a greater number of years.

Sources of CAN and OoHP costs. The parameters described in Exhibit 4.3.6 allow users to input the proportion of child
welfare funding from state, local, and federal sources.



Exhibit 4.3.6
Proportion of CAN and OoHP Costs by Source

State Local Federal
CPS responsé 0.625 0.000 0.375
Police involvement® 0.150 0.850 0.000
Juvenile court (dependencyy 0.510 0.490 0.000
Protective custody (foster care) 0.625 0.375 0.000
In-home services 0.625 0.375 0.000
Adoption * 0.500 0.000 0.500
Juvenile court (termination)® 0.440 0.560 0.000
Out-of-home placement for children with SED} 0.500 0.000 0.500
Victimization (taxpayer) costs’ 0.500 0.000 0.500

Notes:

Y For the 75% of kids who are Title IAE eligible, we apply the Washington State FMAP rate from Federal Register /Vol. 75, No. 217 /November 10, 2010
/Notices 69083, accessed from:http://aspe.hhs.gov/health/fmapl12.pdf . For the 25% of non-eligible children, we assume the state pays 100%.

2 Justice Expenditure and Employment Extracts, 2010 Preliminary, Tracey Kyckelhahn, Ph.D., Tara Martin, BJS Intern, July 1, 2013. NCJ 242544, Table 4: Jus
system expenditure by character, state and type of government, fiscal 2010, Link:http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679 . Direct current Police
Protection expenditures for state and local governments for Washington State.

Swsipp analysis of staff present at juvenile hearings; assume state pays 100% of Assistant Attorney General and social worksalaries, 50% of judicial officer
salaries. Other staff are assumed to be fully funded by the local government.

4 Department of Health and Human Services,75(217) Fed. Reg. 69083 (proposed Nov. 10, 2010), accessed frorhttp://aspe.hhs.gov/health/fmap12.pdf .

® We assume that victim costs to taxpayersis be in form of health and mental health treatment; with 50/50 FMAP split.

4.3b Deaths Attributed to CAN

Children who are victims of CAN have a higher risk of death
Bureau at the federal Administration for Children and Families give the number of children who die each year as a result

of abuse or neglect.'®® We use these numbers to compute the likelihood of death by age f or CAN victims (seeExhibit

4.3.7). We assume that interventions that reduce the likelihood of CAN also reduce the risk of death by CAN, so we apply

the risk of death by CAN at each age posttreatment to the amount of change we expect an intervention to cause by age,

then multiply by the value of a statistical life (as described in Section 4.11d) for each age.

Exhibit 4.3.7
CAN attributed deaths by age, United States, 2013
Age group Yea;rrsoil?page %Ae:t::ri:’lgég All deaths in U .S. U.S. population
Less than 1 year 1 707 23,440 3,941,783
Age 1-3 3 524 3,423 11,934,615
Age 4-7 4 178 2,153 16,363,731
Age 8-11 4 53 1,802 16,327,716
Age 12-15 4 40 3,076 16,668,723
Age 16-17 2 15 3,193 8,349,304

“childrends Bureau (2015). Child abuse and neglect fatalities 2013:
https://www.childwelfare.gov/pubs/factsheets/fatality .


http://aspe.hhs.gov/health/fmap12.pdf
http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679
http://aspe.hhs.gov/health/fmap12.pdf
https://www.childwelfare.gov/pubs/factsheets/fatality

4.3c Linkages: CAN and Other Outcomes

WS | P P 8 s -cdstanodelfmionetizes improvements in CAN, in part, with linkages between CAN and other outcomes for
which a monetary value can be estimated For example, credible research shows a causal link between the incidence of
CAN and subsequentcriminal behavior of the victimized youth when he or she is older. The parameters for these linkages
are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship between
CAN and later participation in crime by meta-analyzing the most credible studies that have addressed this topic. The
meta-analytic process provides both an expected value effect given the weight of the evidence, and an estimate of the
error of the estimated effect. Both the expected effect size and the estimated error are entered into the benefit -cost
model and used when performing a Monte Carlo simulation. The linkages in the current WSIPP model are listed inthe
Appendix.

The studies that allow us to estimate causal links between child abwse and neglect and other, longer-term outcomes are
most often based on the relationship between any CAN and some later consequence. While it is clear that there are
consequences caused by one or more experiences of CAN (compared to zero experiences of CANYhere is not enough
evidence for us to judge whether those relationships hold true for children who have already experienced CAN (and for
whom we estimate some reduction in further CAN).To be cautious, we cut the magnitude of each estimated link in half
when estimating benefits for CAN reduction for intervention populations (children who have already experienced some
amount of CAN).

To model the human capital outcomes affecting labor market earnings via CAN, we follow the same procedures
described in depth in Section 4.4d. In our examination of the research literature, we found a strong effect of CAN on the
probability of employment as an adult, but no evidence to suggest that the earnings of CAN victims if employed would
be any different than non -victims. For intervention populations, we apply o ur assumption about the reduced magnitude
to this effect size. We then fit distributions of expected earnings given CAN using the methodology described in

Section 4.4d.Exhibit 4.3.8 shows the parameters for the fitted distributions that reflect the change s in earnings.

Exhibit 4. 3.8
Labor Market Parameters for CAN Morbidity and Mortality

Gain in labor market Gain in labor market
earnings for earnings for CAN
prevention of CAN intervention vs. further
vs. CAN experiences CAN experiences
Distribution type LogNormal LogNormal
Mean -1.0761 -1.2863
Standard deviation 0.1552 0.1548
Shift 0.7777 0.7767

4.4 Valuation of Alcohol, lllicit Drug, and Regular Tobacco Use  Outcomes

WS | PHedetit-cost model contains procedures to estimate the monetary value of changesin the disordered use of
alcohol and illicit drug s, as well asthe monetary value of changesin regular tobacco smoking. lllicit drugs represent a
broad category of substances; the current version of WS | PRadilel divides drugs into a) cannabis b) opioids, and

¢) all other illicit drugs.106 Analysts sometimes abbreviate alcohol, tobacco, and other drugs with the acronym ATOD. This
section of the TechnicalDocumentation describesWS | P duiest procedures to estimate the monetary benefits of
program-induced changes in ATOD For WS | P leifefit-cost model, an alcohol and illicit drug disorder reflects either
abuse or dependency as defined by the Diagnostic and Statistical Manual (DSM) of the American Psychiatric Association
Regular smoking is defined as daily smoking.

1% caulkins, J.P. & Kleiman, M.A.R. (n.dprugs and crime. Unpublished manuscript, Carnegie Mellon University, Pittsburgh, PA.



In general, analysts construct two types of studies to estimate the costs of ATOD:prevalence-basedo studies and
dncidence-baseddstudies '’ Prevalene costing studies look backward and ask How much does ATOD cost society
today, given all current and past disordered use of ATOD among people alive in a state or country? Incidence costing
studies look forward and ask: How much benefit could be obtained in the future if disordered use of ATOD can be
reduced? Both approaches use some of the same information, but assemble it different ways. Incidence-based studies are
more useful for estimating the expected future benefits and costs of policy choices.

WS | PATOB model usesan incidence-based approach. Therefore, it is not designed to provide an estimate of the total
cost to society of current and past ATOD. Other studies attempt to estimate these values'® For example, Rosen et al.
found the total cost of alcohol in California in 2005 to be $38.5 billion in éeconomicécosts ($1,081 per capita) and an
additional $48.8 billion in aquality of life 6 costs!®® Similarly, Wickizer, (2007) estimated the cost of alcohol to Washington
State in 2005 to be $2.9 billion in economic costs ($466 per capita) and that illicit drugs cost Washington an additional
$2.3 billion.**° These prevalence-based total cost studies can be valuable, but they are not designed to evaluate future
marginal benefits and marginal costs of specific public policy options.

The purpose of WS | PrRdiled is to provide the Washington State Legislature with advice on whether there are
economically attractive evidence-based policies that, if implemented well, can achieve reductions in the harmful use of
ATOD. To do this, the model monetizes the projected life-cycle costs and benefits of programs or policies that have been
shown to achieve improvementsf today and in the future fi in disordered ATOD. If, for example, empirical evidence
indicates that a prevention program can delay the age at which young people initiate the use of alcohol, then what long-
run benefits, if any, canbe expected from this outcome? If an intervention program for current regular smokers can
achieve a 10% reduction in the rate of smoking, then what are the life-course monetary benefits? Once computed, the
present value of these benefits can be stacked against program costs to determine the relative attractiveness of different
approaches to achieve improvements in desired outcomes.

The current version of the ATOD model allows the computation of the following types of avoided costs, or benefits, when
aprogramorpolicy r educes pr ob a bcurdert ang futord prewalepce of substaiics use disorders.
Depending on each particular substance, the following cost categories are included in WS | P rRoiled:

1 Labor market earnings from ATOD morbidity or mortality, to the degree there is evidence that current
earnings are reduced because of ATOD (norbidity), or lifetime earnings are lost because of premature
death (mortality) caused by ATOD.

1 Medical costs for hospitalization, emergency department, and pharmaceuticals or total health care
costs from ATOD morbidity or mortality, to the degree that these costs are caused by ATOD.

1 Crime costs to taxpayers and victims, to the degree that crime is estimated to be caused by ATOD.

1  Traffic collision costs, to the degree that collisions are estimated to be caused by ATOD(only used in
the case of alcohol).

Treatment costs of ATOD, to the extent that disordered users of ATOD utilize treatment.

1 Value of a datistical life (VSL) estimatescost to society, net of labor market changes, applied to the
change in mortality estimated to be caused by ATOD.

97 Moller, L. & Matic, S. (Eds.). (2010)Best practicein estimating the costs of alcohol: Recommendations for future studieopenhagen,
Denmark: WHO Regional Office for Europe.

108 5ee, Harwood, H., Fountain, D., & Livermore, G. (1998The economic costs of alcohol and drug abuse in the United States 199®IH
Publication No. 98-4327). Rockville, MD: National Institutes of Health. See also, Rice, D.P., Kelman, S., Miller, L.S., & Dunmeyer, S. (1990).
The economic costs of alcohol and drug abuse and mental illness, 19§BHHS Pub. N0.901694). Washington, DC:Alcohol, Drug Abuse,

and Mental Health Administration.

1% Rosen, S.M., Miller, T.R., & Simon, M. (2008). The cost of alcohol in Californialcoholism: Clinical and Experimental Research, 21),
1925-1936. The California study uses a few incidencebased methods in addition to prevalence -based methods.

10 wickizer, T.M., (2007)The economic costs of drug and alcohol abuse in Washington State, 2006lympia: Washington State

Department of Social and Health Services, Division of Alcohol and Substance Abuse.



4.4a ATOD Epidemiological Parameters: Current Prevalence for  Prevention and Intervention Programs

WS | PAT®B model begins by analyzing the epidemiology of each ATOD disorder or problem to produce estimates of
the current 12-month prevalence of heavy and disordered alcohol use, disordered cannabis, opioid, and other illicit drug

use, and regular tobacco smoking( we use the gener al phrase OATOD di sAar der 6

estimate of the current prevalence of an ATOD disorder is central to the benefit-c 0 st mod el because
rat ed o f disarder td Whidlbprogram or policy effect sizes are applied to calculatethe change in the number of
avoided ATOD aunits6 caused by the program, over the lifetime following treatment .

The ATOD model also provides the base methodology for computing the current prevalence of other health conditions,
including depression, anxiety, ADHD, disruptive behavior disorders, serious mental illness, posttraumatic stress disorder,
diabetes, and obesity.

The formulas presented here are used not only in the ATOD model, but also in the mental health and health care models.

Later Sections describing methods for these topic areas refer back to Section 4.4a.

Four parameters enter the model to enable an estimate of the current prevalence of ATOD, from age one to age 100,

1 Lifetime prevalence: the percentage of the population that has a specific lifetime ATOD disorder,
1  Age of onset: the age of onset of the specific ATOD disorder,

1  Persistence the persistence of the specific ATOD disorder, given onset, and

1  Death (survival): the probability of death by age, after the age of treatment by a program .

Exhibit 44.2 displays the current parameters in WS | PrRdiled for the first three epidemiological factors, along with
sourcesand notes. The death probability information is described in Section 4.4b.

For each ATOD disorder,or other health condition, the current prevalence among the general population is estimated
using the following equation:

189 06070 6 0 0"YOY YO

The current prevalence probabiltyat any year i rCPyas cpngutedevithdnfrmhtionfoe the age -of-onset
probability, O, from prior ages to the current age of the person, multiplied by the persistence probability, P, of remaining
in the condition at each onset age until the person is the current age, multiplied by the lifetime probability of ever having
the condition, LTP, multiplied by the probability of any-causesurvival at each age,S,, multiplied by the probability of
condition -related survival in each age group, SF,, following treatment by a program.

For each ATODdisorder or health condition , the exogenous age-of-onset probability distribution for ages one to 100, O,
is adensity distribution and is estimated with information from the sources shown in Exhibit 4.4.2.

88 p 0

Also, for each ATODdisorder or health condition , the exogenous persistence distribution for ages after onset, P, is
computed from the sources shown in Exhibit 4.4.2. The persistence distribution describes the probability, on average, of
being in the condition each year following onset.

The probability of survival at any given age (all causes) S, is computed from a national life table on survival, LTS in the
general population . The inputs for the survival table are described in Section 4.11c of the TechnicalDocumentation. To
compute the current prevalence of a disorder over the entire life course, S is normalized to age one, as given by the
following equation:

Y'Y
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Becausethe probability of survival depends on the number still living at the treatment age, tage the S, is normalized to
the age of the person being treated in the program being analyzed,asit is assumed that all treatment programs will be
for those currently alive at time of treatment , as shown in the following equation:

g8 Y b Y
T 0 Y'Y

Thefinal term in Equation 4.4.1is the reduced chance of survivaldue to the specific health condition, above and beyond
what one may observe generally. For individuals in the general population, we compute estimates for each age group
with the following equation:
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In Equation 4.4.5, Popzis the total population in a state in each age group, CPazis the average current prevalence in each
age group, PopDxis the total number of deaths in a state in each age group, and CondD.is the deaths attributable to the
ATOD disorder or other health cond ition in each age group.

Equation 44.1 describes the calculation of current prevalence for general (prevention) populations. For programs treating
indicated populations, CPl,the prevalence in all years following treatment is described using the following equation:

0 0
189 0600 _ Y Y00
B 0

Finally, the survival factoss for indicated populations by age group (SFL) can be calculated with the following equation :

18§ YOO YOOG460 p 60
Example. We provide an illustrative example of computing CPGy in Equation 4.4.1 for disordered alcohol use. Using the
results from Hasin et al.,(2007),we computed a probability density distribution for the age of onset of DSM alcohol
disorders.™* The Hasin study summarizes information from the National Epidemiologic Survey on Alcohol and Related
Conditions, a nationally representative sample We used @Risksoftware to estimate alternative distributions that fit the
onset information reported in th e Hasin study. We then selected the type of distribution with the best fit where the
criterion was the lowest root-mean squared error. For our analysis of the results reported in the Hasin study, we
computed a loglogistic density distribution ; the estimated parameters are reported in Exhibit 4.4.2. The exhibit below
plots the estimated distribution, where the sum of annual probabilities equals 1.0.

Exhibit 4.4.1

LogLogistic Probability Density Distribution for the
Age of Onset of Alcohol Abuse and Dependency

1 11 21 31 41 51 61 71 81 91

Age of person

! Hasin, D.S., Stinson, F.S., Ogburn, E., & Grant, B.F. (2007). Prevalence, correlates, disability and comorbidity of EI$MlIcohol abuse
and dependence in the United States: Results from the National Epidemiologic Survey on Alcohol and Related Conditions Archives of
General Psychiatry, 647), 830-842.



Next, estimates of the persistence of the alcohol disorder, given onset, were computed for alcohol from a study by Lopez-
Quintero, et al."™** The Lopez Quintero study also used information from the National Epidemiologic Survey on Alcohol
and Related Conditions. Again, we used @Risksoftware to model the best fitting cumulative remission curve, and then
inverted the result to estimate a persistence curve. A Weibull distribution was the best -fitting curve for this disorder . The
resulting estimates measure the probability of remaining in a DSM alcohol disorder in the years following onset . The
estimated Weibull parameters are shownin Exhibit 4.4.2 and Exhibit 4.4.3 plots the results.

12| opez-Quintero, C., Hasin, D.S., de los Cobos, J.P., Pines, A., Wang, S., Grant, B.F., & Blanco, C. (2011). Probability and jomscbdt
remission from lifetime nicotine, alcohol, cannabis, or cocaine dependence: Results from the National Epidemiologic Survey on Alcohol
and Related Conditions. Addiction, 106(3), 657-669.



Exhibit 4.4.2
Input Parameters for the Epidemiology of Alcohol Disorders, lllicit Drug Disorders, and Regular Smokinél)

DSMiillicit ~ DSMillicitd rug DSMiillicit drug

DAl Heavy drinking drug disorder disorder disorder

disorder

Regular tobacco
smoking

(cannabis) (non cannabis) (opioids)

(a) ©) ©) (©) ©) ()

Percentage of population with lifetime DSM disorder, heavy

T ) 24.29% 31.3% 8.5% 5.5% 1.53%° 39.3%°
drinking, or regular smoking
Ag(‘er;;sg??jti.stri bution Log-logistic® Log-logistic® E\f;jg;:e E\f;jg;:e Log-logistic** Log-logistic**
Parameter 1 145776 145776 18.0348 18.0348 9.4332 4.5788
Parameter 2 8.0661 8.0661 3.6638 3.6638 8.344 12.647
Parameter 3 2.05 2.05 n/a n/a 2.264 6.8346
Parameter 4 n/a n/a n/a n/a n/a n/a
Remission of DSM disorder, given onset
Type of distribution Weibull* Weibull* Lognormal* Lognormal* Weibull*? Beta-general*
Parameter 1 0.5 0.5 1.7917 1.4741 0 0.5
Parameter 2 0.86728 0.86728 1.149 1.0985 0.74791 0.96399
Parameter 3 24.129 24.129 n/a n/a 9.7642 2.0358
Parameter 4 n/a n/a n/a n/a n/a 0
Parameter 5 n/a n/a n/a n/a n/a 115.25
Percentage of general population consuming substance 67.2% 67.29% 11.4% 8.4% 3.9%° 27.8%

Notes:

* For benefit-cost modeling, except where noted, alcohol and drug disorders include both DSM categories of abuse and dependence Tobacco smoking is measured as regular daily smoking
Heavy drinking is defined by exceeding recommended maximum weekly or both daily and weekly drinking limits . All outcomes are estimated as dichotomous conditions.

’Ver g®s, A., Littlefield, A.K., & Sher, K. J. (2011) . D icamparisof & NLABSeandrNESARG. Jonrhal ad AbooonteldPkycholsge, d
120(4), 86877 This study compares results from the NLAES and NESRC epidemiological surveys We elected to average the two results for the two national surveys reported in the Vergés study
(0.1817 and 0.3028) When the averaged lifetime value is entered into our model, the resulting current prevalence estimate from our model (0.077) is nearly identical to the average of the current
prevalence estimates, reported by Vergés, from the two national surveys 0.079, the average 0f0.0740 and 0.0846).

®Hasin et al. (2007). From the Figure reported in the paper, we computed aloglogistic probability density distribution for the age of onset of a DSM alcohol disorder, conditional on having a
disorder. @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowest root -mean squared error) was chosen We investigated the onset of
heavy drinking in a separate analysis, usingKalaydian et al. (2009) analysis ofNCS R data (Kalaydjan, A., Swendsen, J., Chiu, W., Dierker, L., Degenhardtl., Glantz, M. .. Kessler, R. (2009).
Sociodemographic predictors of transitions across stages of alcohol use, disorders, and remission in the National Comorbidity Survey Replication.Comprehensive Psychiatry, 504). We used the
definition of the first time individuals r eported experiencing a symptom of alcohol abuse; the onset curve was nearly identical to estimates of abuse and dependence orset from Hasin et al.
(2007), so elected to use parameters derived from Hasin et al (2007) for both disordered and heavy alcohol use.

*Lopez-Quintero et al. (2011). For alcohol and illicit drug disorders and nicotine we fitted cumulative probability distributions to the remission information reported in the study, and then

inverted to estimate persistence curves @Risk software wasused to estimate alternative distributions; for each disorder, the distribution with the best fit (criterion: lowest root -mean squared
error) was chosen For alcohol and tobacco, the first parameter shown is a shift parameter. For illicit drug disorders, the non-cannabis estimate is for cocaine, the only non-cannabis illicit drug
analyzed in the Lopez Quintero paper. We were unable to estimate a separate curve for heavy drinking and therefore used the remission parameters from alcohol abuseor dependence for heavy
drinking as well.

® Analysis of 2009 National Survey on Drug Use and Health For alcohol, we used the ALCYR variable (used within the past year)Ve used the MRJYR variable for cannabis (used in past year), the
IEMYR variable for illicit drugs other than cannabis (used in past year), and the CIGYR variable (used in past year) for cigarettes.

®Estimated based on the ratio of lifetime to past-year alcohol abuse or dependence, reported inV e r g ® s (2041i), talsld 2. We used past year reportedheavy drinking (see Note 1 above)from
the NESARCChen, CM., & National Institute on Alcohol Abuse and Alcoholism (U.S). (2006).Alcohol use and alcohol use disorders in the United States: Main findings from the 2062002 National
Epidemiologic Survey a Alcohol and Related Conditions (NESARCBethesda, Md: National Institute on Alcohol and Alcoholism.) , multiplied by the ratio derived from Verges et al. (2011).
"Compton, W.M., Thomas, Y.F., Stinson, F.S., GrantFB(2007). Prevalence, correlates, disability and comorbidity of DSMV drug abuse and dependence in the United States: Results from the
National Epidemiologic Survey on Alcohol and Related Conditions. Archives of General Psychiatry, 66), 566-576. Cannabis disorder prevalence reported in eTable 1 The Compton paper did not
report a separate estimate for lifetime prevalence for non-cannabis illicit drugs. We estimated this by applying the data from the 2009 NSDUH, multiplying the current non -cannabis illicit drug
prevalence (ABODIEM) by the ratio of lifetime cannabis illicit drug prevalence from the Compton paper to current cannabis prevalence (ABODMRJ) from the NSDUH.

8 Ibid. From the Figure reported in the Compton paper, we computed an extreme value probability density distribution for the age of onset of a DSM drug disorder, conditional on having a
disorder. @Risk software was used to estimate alternative distributions; the extreme value distribution fit the Compton data well, especially for early ages. The Compton study only reported
distributions for all drugs, not separate curves for cannabis and non-cannabis illicit drugs. Hence, we use the same density distribution for both cannabis and other illicit drugs; future research can
refine this.

? Analysis of Wave 1 NESARC data; we combined the variables HER12ABDEP, HERP12ABDEP, PAN12ABDEP, and PANP12ABDEP to identifygiteavproportion of individuals with reported
abuse or dependence on heroin and/or opioid drugs in the past 12 months or prior to the past month.

®Huang, B., Dawson, DA., Stinson, F.S., Hasin, D.S., Ruan, W.J., SahaGrant, BF. (2006). Prevalence, correlates, and comorbidity of nonmedical prescription drug use and drug use disorders in
the United States: Results of the National Epidemiologic Survey on Alcohol and Related Conditions.The Journal of Clinical Psychiatry67(7), 1062-73. From the Figure reported in the Huang
paper, we computed a loglogistic probability density distribution for the age of onset of a DSM drug disorder, conditional on having a disorder. Although our definition of opioids includes

heroin, the Huang paper does not, nor could we find any alternative estimates for heroin disorder onset.

"Bl anco, GVil ISe,c aRoegsr Ggu € 2 a -M@endez, MaWanag 8.,&rSchwartz, R.P. (2013). Probability and gdictors of remission from life time prescription drug use disorders:
results from the National Epidemiologic Survey on Alcohol and Related Conditions. Journal of Psychiatric Research}7(1), 42-9. We fitted a Weibull cumulative probability distribution to the
remission information repor ted in the study, and then inverted to estimate persistence curves.

2UNODC, World Drug Report 2013(United Nations publication, Sales No. E.13.XI.6), page 2: opioid use in North America.

3 Analysis of 2009 National Survey on Drug Use and Health We used the CIGDLYMO variable (ever smoked cig every day for 30 days) and filtered for ages 26 to 49 to match a post initiation
cohortandapost-sur geon generalds cohort.

* Analysis of 2009 National Survey on Drug Use and Health We used the IRCDUAGE variableifiputation -revised daily cig age of first use). We computed a log-logistic probability density
distribution for the age of onset of regular cigarette use . @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowest root-mean squared error)
was chosen.



Exhibit 4.4.3

Weibull Cumulative Distribution (Inverse) for the
Persistence of DSM of Alcohol Abuse and
100% Dependency, Following Onset
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The persistence curve, after multiplying by the survival factor, by year, from the 2006U.S.life table published by the
federal Center for Disease Control, supplies the base rates for intervention programs.

For prevention programs, after applying the estimate of lifetime prevalence of an alcohol disorder, 24.2% with sources
shown in Exhibit 4.4.2, and after adjusting for survival from the 2006 U.S. life table (and assuming for this example a
treatment age of one), the expected current 12-month prevalence of an alcohol disorder during the lifetime of a general
population of one -year-olds is computed with Equation 4.4.1 and is plotted in Exhibit 44.4.

Exhibit 4.4.4

Computed Probability of Current DSM Alcohol

Abuse and Dependency, General Population

20% -
15% -
10% -

5% -

0% " T T T T T T T
1 11 21 31 41 51 61 71 81 91

Age of person

The same proceduresjust described for alcohol disorders are used for heavy alcohol use,disordered illicit drug use (non-

cannabis), DSMcannabis use,DSM opioid use, and regular tobacco smoking, substituting the relevant parameters for the

best-fitting distributions as shown in Exhibit 4.4.2. As noted, the estimates of the current prevalence of ATODis central to

the benefit-c o st model because it bec o ndisosderttohmdichdrograsneor poliayteffegtsipeé an ATO
are applied to determine the change in the number ATOD dunitsécaused by the program, over the lifetime following

treatment. The general prevalence, shown above, is used for programs targeted at the generalpopulation, while the

persistence curve(after adjustment for survival probabilities) , also shown above, is used as the base rate for programs

that treat people with a current ATOD disorder.

4.4b ATOD Attributable Deaths

WS | PrRalled computes mortality -related lost earnings, lost household production, and the value of a statistical life.
These mortality estimates require estimates of the probability of dying from ATOD . The model inputs for these
calculations, for each ATODdisorder, are shownin Exhibits 4.4.5 for alcohol, 4.4.6 for tobacco, 4.4.7 for illicit drugs other
than cannabis, and 4.4.7 for opioid drugs.

Alcohol . For alcohol-attributable deaths, the data source is the U.S. Department of Health and Human Services,Centers
for Disease Control (CDC)CDC estimates, for each state, the number of deaths attributable to alcohol causes.



Exhibit 4.4.5
Alcohol Attributable Deaths by Year, 2006-2010

Alcohol Alcohol % of deaths % of deaths All State
attributed attributed attributable attributable deaths  population

deaths: deaths: to DSM to problem in in age

chronic acute alcohol alcohol state group
0-19 20 2 51 0.50 0.75 823 1,759,490
20-34 15 9 237 0.50 0.75 1,089 1,370,833
35-49 15 174 260 0.50 0.75 1,338 1,430,668
50-64 15 405 216 0.50 0.75 9,216 1,251,512
65-100 36 335 282 0.50 0.75 35,079 777,554

The estimates from CDC are available orline via a software application called Alcohol-Related Disease Impact (ARDf)13
According to CDC:

ARDI either calculates or uses preletermined estimates of AlcoholAttributable Fractions (AAFs) that is, the
proportion of deaths from various causes that are due to alcohol. These AAFs are then multiplied by the number of
deaths caused by a specific corition (e.qg., liver cancer) to obtain thenumber of alcohol-attributable deaths.

A Scientific Work Group, comprised of experts on alcohol and health, was convened to guide development of the
ARDI software. The Work Group's tasks included:

* Selecting dcohol-related conditions to be included in the application
* Selecting relative risk estimates for the calculation of alcohehttributable fractions for specific conditions
* Determining prevalence cutpoints for different levels of alcohol use

The most recent CDC/ARDI estimates for Washington State are the average annuahumber of alcohol -attributable

deaths, by age group shown of Exhibit 4.4.5, for the years 2006-10. ARDI estimates deaths related entirely or partially due

to particular causes of death. For the deaths partially caused by alcohol, we obtain only the deaths associated with the

ARDI oOmedium and highoé alcohol consumpti on | ev-eobtanalys&si nce pr o
ARDI also reports deaths due to chronic anditions (e.qg. liver cirrhosis, fetal alcohol syndrome, etc.) and acute conditions

(e.g. fall injuries, motor vehicle crashes, etc.)SinceWS | PrRaiiled focuses on DSM-level alcohol disorders and heavy

drinking, a portion of the deaths caused by acute conditions could be from alcohol -involved events of someone who

does not have a DSMlevel condition and is not a habitually heavy drinker. Therefore, for acute deaths, the input screen

provides for two parameters, by age group, to estimate the proportion of acute alcohol-related deaths where a DSM

alcohol disordered person was involved, and the proportion where heavy drinkers were likely involved.

To compute alcohol induced death rates for these age groups, we obtain Washington State population data from the
Washington State Office of Financial Management, the state agency charged with compiling official state demographic
data. The population estimates are the average Washington population for 2006-10, the same yearsas the CDC/ARDI
death estimates.

Tobacco Smoking . For smoking-attributable deaths, the data source is also the U.S.Department of Health and Human
Services, Center for Dsease Control(CDC) CDC estimates for each state, the number of deaths attributable to smoking.
The estimates from CDC are awilable on-line via a software application called Smoking-Attributable Mortality, Morbidity,
and Economic Costs (SAMMEE?‘)4 SAMMEC reports smokingattributable fractions of deaths for 19 diseases where
cigarette smoking is a cause using sexspecific smoking prevalence and relative risk RR of death data for current and
former smokers aged 35 and older.

113 Centers for Disease Control and Prevention website https://apps.nccd.cdc.gov/ardi/HomePage.aspx.

1% Centers for Disease Control and Prevention website http://apps.nced.cdc.govisammec/ .


https://apps.nccd.cdc.gov/ardi/HomePage.aspx
http://apps.nccd.cdc.gov/sammec/

Exhibit 4.4.6
Smoking Attributable Deaths by Year, 2008

Years Smoking Al State

Age group in age attributed deaths in population in
group deaths state age group

0-34 35 0 1,991 3,143,100
35-44 10 116 1,330 931,508
45-54 10 518 3,524 989,430
55-64 10 1217 5,864 768,070
65-74 10 1582 7,571 413,358
75-84 10 2262 12,368 251,045
85-100 16 1456 15,902 111,734

lllicit Drugs and Opioid Drugs . For illicit drug deaths, we use Washington State death data from CcDCWonder'** for the
years 2006 to 2010. For opioid drug deaths, we use data from the Washington State Department of Health Opioid File
from 2012. We compute average annual drug-attributable deaths in the age groups shown in Exhibit 44.7 for other illicit
drugs and in Exhibit 4 4.8 for opioids.

Exhibit 4.4.7
lllicit Drug Attributable Deaths by Year, 2006-2010
Years in Illicit drug All State

Age group age attributed deaths population in
group deaths in state age group

0-14 15 0 604 1,295,338
15-19 5 22 220 464,152
20-24 5 55 354 470,333
25-34 10 159 735 900,500
35-44 10 226 1,338 929,838
45-54 10 329 3,428 984,350
55-64 10 153 5,787 767,993
65-74 10 34 7,500 414,866
75-84 10 14 12,146 251,414
85-100 16 8 15,432 111,273

115 Centers for Disease Control and Prevention, National Center for Health Statistics. UnderlyingCause of Death 19992010 on CDC

WONDER Online Database, released 2012. Data are from the Multiple Cause of Death Files, 199810, as compiled from data provided
by the 57 vital statistics jurisdictions through the Vital Statistics Cooperative Program. Acceessed athttp://wonder.cdc.gov/ucd -icd10.htm
lon Jan 21, 2014.


http://wonder.cdc.gov/ucd-icd10.htm

Exhibit 4.4.8
Opioid Attributable Deaths by Year, 2012

Years in Opioid State
h All deaths .
Age group age attributed . population in
in state

group deaths age group

0-14 15 1 632 1,309,139
15-19 5 11 190 449,500
20-24 5 50 352 467,031
25-34 10 125 810 946,195
35-44 10 117 1,216 905,468
45-54 10 203 3,324 966,058
55-64 10 137 6,437 880,718
65-74 10 28 8,422 512,730
75-84 10 9 11,965 257,808
85-100 16 5 16,708 123,123

For each AT, the death data are usedto compute the probability of dying from ATOD in the general population,
by age group, using the following equation:
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The probability of dying from a particular AT OD disorder in each age group in the general population , AtodDs, is
computed by adding the deaths due to chronic ATOD use, Chronics, to the proportion of deaths due to acute ATOD use
(e.g., motor vehicle crashes due to an alcohol impaired driver),Acute; times AcutePc4, divided by the total population in
the state in each age group, Pop. This quotient is divided by the number of years in the age group, Years, to produce an
estimate of the average annual probability of dying from an ATOD disorder. The value of the death is monetized with the
value of a statistical life described in Section 4.11d.

4.4c Linkages: ATOD and Other Outcomes

WS | PHedeft-cost model monetizes improvements in ATOD outcomes, in part, with linkages between each ATOD and
other outcomes to which a monetary value can be estimated. The parameters for these linkagesare obtained by a meta-
analytic review of relevant research literature. For example, we estimate the relationship between disordered alcohol use
and labor market earnings by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic
process provides both an expected value effect given the weight of the evidence, and an estimate of the error of the
estimated effect. Both the expected effect size and the estimated error are entered into the benefit -cost model and used
when performing a Monte Carlo simulation. The linkages in the current WSIPPmodel are listed in the Appendix.

4.4d Human Capital Outcomes A ffect ing Labor Market Earnings via ATOD-Caused Morbidity and Mortality

The WSIPPmodel computes lost labor market earnings, as a result of ATOD morbidity and mortality , when there is
evidence that the linkage is causal The procedures begin by estimating the labor market earnings of an average person
with a current ATOD disorder. As described in Section 4.1d, WS | PRad@led uses national earnings data from the U.S.

Census Bur eauds GurveyTeenCPS datausad in this analysisrepresent average earnings of all people,
both workers and non-workers at each age

For each persm at each age, total CPSearnings can beviewed asa weighted sum of people who have never had an
ATODdisorder, plus those that are currently disordered, plus those that were formerly disordered, but do not currently
have a disorder. From the CPS data on total earrings for all people, the earnings of individuals with a current ATOD
condition, at each age, y, is computed with the following equation:
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The numerator in the above equation includes the CPS earnings datafor all people, EarnAll, with adjustments for real
earnings growth, EarmEscAl, earnings-related benefits, EarnBenAl{ growth rates in earnings benefits, EarnBenEscAlla
Washington-specific earnings adjustment, StateAdj and an adjustment for the year in which the CPS earnings datais
denominated, /PDcps with the year chosen for the overall analysis /PDbase These variables are described inSection 4.1
and shown in Equation 4.1.2

The denominator uses the epidemiological variables described above: age of onset probabilities, Oo; lifetime prevalence
rates, LTP; and current 12-month prevalencerates at each age, CPy.

The denominator also includes two variables on the earnings gain of never-disordered people compared to currently
disordered people, EarnGN and the earnings gain of formerly disordered people compared to currently disordered
people, EarnGF. Thesetwo central relationships measure the effect of ATOD on labor market success (as measured by
earnings). These relationships are derived from meta analytic reviews of the relevant researchliterature.

For ATOD disorders, we meta-analyze two sets ofresearch studies: one set examines the relationship between ATOD
disorders and employment rates, and the second examines the relationship between ATOD disorders and earnings,
conditional on being employed . The Appendix displays the results of our meta-analysis of these two bodies of research
for each ATODdisorder. Our meta-analytic procedures are described in Chapter 2.

For each ATODdisorder, from these two findings fi the effect of ATOD disorders on employment, and the effect of ATOD
disorders on the earnings of those employedfi we then combined the results to estimate the relationship between an
ATOD disorder and average earningsof all people (workers and non-workers combined). To do this, we used the effect
sizes and standard errors from the meta-analyses on employment and earnings of workers We use CPS earningover the
last business cyclefor average earnings of those with earnings and the standard deviation in those earnings and the
proportion of the CPS sample with earnings as shown in Section 4.1d. We then compute the mean change in earnings for
all people by computing the change in the probability of earnings and the drop in earnings for those with earnings. The
ratio of total earnings (for both workers and non -workers) for non-disordered individuals to ATOD disordered individuals
was then computed.

This mean effect, however, is estimated with error because of the standard errors in the metaanalytic results reported
above. Therefore, we used @RISK distribution fitting softwareto model the joint effects of an ATOD disorder on the
mean ratio, given the errors in the two key effect size parameters. The distribution with the best fit (criterion: lowest root -
mean squared error) was chosen The distribution parameters are shown in Exhibit 4.4.9. In the Monte Carlo analysis, we
randomly draw probabilities as seeds for the modeled distribution. Since the body of evidence we reviewed in the meta-
analysis did not allow separation of the effects into 1) never disordered people vs.currently disordered people and 2)
formerly disordered people vs. currently disordered people, we enter the same parameters for both the EarnGNand the
EarnGFvariables.



Exhibit 4.4.9
Labor Market Earnings Parametersfor ATOD Disorders

DSM illicit
DSM illicit Mt psMiliicit
DSM drug Regular
Heavy drug . drug
alcohol o : disorder : tobacco
. drinking disorder disorder .
disorder ) (non sl smoking
cannabis) P
o ) Distribution type Gamma Gamma Gamma Gamma Gamma Normal
Gain in labor market earnings for
never used vs. current disordered  Alpha/mean 44.815 63.064 47.326 47.326 47.326 1.08671
users, probability density Beta/std dev. 01111 0.00766 0.00511 0.00511 0.00511 0.02814
distribution parameters .
Shift 0.76115 0.74925 0.89632 0.89632 0.89632 na
o ) Distribution type Gamma Gamma Gamma Gamma Gamma Normal
Gain in labor market earnings for
former users vs current disordered  Alpha/mean 44.815 63.064 47.326 47.326 47.326 1.08671
users, probability density Beta/std dev. 01111 0.00766 0.00511 0.00511 0.00511 0.02814
distribution parameters .
Shift 0.76115 0.74925 0.89632 0.89632 0.89632 na

The present value of the change in morbidity -related earnings for a prevention program that produces a change in the
probability of a current ATOD is given by:
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Where YATODYyis the change in ATOD probability; O are the annual onset probabilities ; EarnGNis the earnings gain of
never-disordered people compared to currently disordered people ; EarnGFis the earnings gain of formerly disordered
people compared to currently disordered people; disis the discount rate; and tageis the treatment age of the person in
the program. Since a prevention program may serve people without a disorder and with a disorder, the above model
weights that probability by the age of onset probabilities.

The present valueof the change in the morbidity -related earnings for a treatment program that produces a change in the
probability of people with a current ATOD disorder is given by the following equation :
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This model for a treatment program is simpler than that for a prevention program be cause, by definition, a treatment
program only attempts to turn currently disordered ATOD people into former ATOD people.

We also model the change in expected labor market earnings due to mortality. The present value of future labor
market earnings at each age is multiplied by the decrease in probability that a person dies as the result of the disorder
given that they have the disorder at that particular age.

4.4e Medical Costs, Treatment Costs, and Other Costs From ATOD

The WSIPPmodel computes estimates of changes in avoidable hospital and other medical costs as a result of ATOD
morbidity and mortality , including estimates of avoidable treatment costs for alcohol and drug disorders, and for
avoidable traffic crash costs for alcohol. Smoking health care costs are calculated with a different methodology explained
later in this section.



Exhibit 4.4.10
Health Care Costsfor ATOD Disorders

Alcohol Cannabis lllicit drugs

Hospital -related p arameters

Annual number of disorder FTE hospital events (2012) 18,905 n/a 4,897 14,406
Average charge per disorder FTE event (201F 36,150 n/a 41,663 36,895
SD of charge per disorder FTE event 49,628 n/a 62,471 79,980

Emergency department -related p arameters

Proportion of admissions attributable to disorder (2011) 7.9% 0.4% 0.7% 1.1%
Average ED expenses per admission (2011) 985 985 985 985
SE of average ED expense per admission 28.3 28.3 28.3 28.3

Treatment parameters

Annual number treated (2013) 15,046 8,978 11,684 9,206

Average Cost per treatment episode (2015 dollars) 2,156 2,074 3,620 2,413

SD of Average cost per treatment episode (2015 dollars) 2,295 2,917 4,617 3,336
Notes:

! FTEHospitalEven
2 HospCostEvent

Hospital -Related Parameters. The costs of hospital charges attributable to alcohol or illicit drugs are computed with
information from the Washington State Comprehensive Hospital Abstract Reporting System (CHARS) systemCHARS
contains hospital inpatient discharge information (derived from billing systems) . We use 2012 CHARS datain this analysis
CHARScollects information on billed charges of patients, as well as the codes for their diagnoses We apply the
attributable fraction information, described in Section 4.4c of this Chapter, to the CHARS data to estimate the number of
attributable full time equivalent hospital events by ATOD, FTEHospitalEventsas well as the average billed charge per
event, HospCostEvengiven a stay. These parameters are shownin Exhibit 44.10. We also apply a hospital costto-charge
ratio as described in Section 4.9.

From theseinputs, we then compute an upper bound number of events per DSM disorder under the assumption that all
classified hospital events stemmed from individuals currently diagnosed with a DSM ATOD disorder (or heavy drinkers for
some alcohol-related hospital events). A lower bound is calculated assuming that all hospital events stemmed simply
from the general use of ATOD, whether or not the use wasfrom DSM disordered populations using the following
equations:
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In computations, the upper bounds and lower bounds are averaged to attribute a hospital charge to a disordered DSM
ATOD event

Thus far, the calculationsonly cover hospitalization costs. Following the work of Rosen et al, (2008), we also make an
adjustment to include pharmacological drugs and other medical non -durable costs. To do this, we multiply the expected
hospitalization costs, ExpHosp$ by the sum of drug and other non -durable medical costs and total hospital care costs,
divided by total hospital care costs. The data for these two cost categories for Washington are the aggregate totals
entered in Exhibit 4.4.10.



Emergency Department Parameters . Emergency department parameters are shown in Exhihit 4.4.10 for alcohol and
drugs. The model uses a similar approach to that described for hospital events and costs The model uses an estimate of
the probability that an emergency room event is attributable to an alcohol o r drug related event. McDonald et al.,
(2004)116 estimate 7.9% of emergency room visits are alcohol related. 2011 data from the Drug Abuse Warning
Network**’ provide a national estimate of illicit drug-related emergency department visits of 1.1%, cannabisrelated ED
visits of 0.4%, and heroin and other opioid drug -related ED visits 0f0.7%

The total number of emergency department visits in Washington during 2008 is entered in Exhibit 4.4.10. Thesedata
come from a report by the Washington State Hospital Association.**® We then apply the fractions just described; for
example, for DSM alcohol disorders, we apply the 7.9% causation factor to determine the number of alcohol -related
emergency room visits. As with hospital events, we compute upper and lower bound by dividing by the current annual
prevalence of DSM disorders in the general population (upper bound) or the current level of use (not just DSM disorders)
in the general population (lower 0bound). We then apply a cost per emergency department event, EDCostEventand an
emergency department cost-to-charge ratio. The average and standard error of the cost per emergency department visit
is taken from the Medical Expenditure Panel Survey (MEPS) of thé&J).S.Department of Health & Human Services™ In
computati ons, the upper bounds and lower bounds are averagedto attribute a n emergency department charge to a
disordered DSM ATOD event(or heavy drinking episode where applicable), as given by the following equation:
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Treatment Parameters . For the costs of admissions to treatment, WSIPP was supplied with numbersby the Washington

Department of Social and Health Services(DSHS) Number of admissions comes from the Treatment and Assessment

Report Generation Tool (TARGEYdatabase for FY 2013 The TARGET datahise tracks patient instances and services.

DSHS applied the modern public cost per treatmentr at e f or each admi s sitypebpmuntyandr se of t
provider to estimate an average and standard deviation for the cost of treatment by type of substance. We assume that

those admitted for treatment are part of the current annual prevalence of DSM disorders in the general population. We

use the following equation:
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118 McDonald A.J., Wang, N., &Camargo, C.A. (2004). U.S. emergency department visits for alcohalelated diseases and injuries between
1992 and 2000.Archives of Internal Medicine, 1645), 531-537.

7 \WSIPP estimates, based on data reported in: Substance Abuse and Mental Health ServiseAdministration, Drug Abuse Warning
Network, 2011: National Estimates of DrugRelated Emergency Department VisitdHHS Publication No. (SMA) 134760, DAWN Series D
39. Rockville, MD: Substance Abuse and Mental Health Services Administration, 2013.

118 \Washington State Hospital Association. (2010).Emergency roomusg Devel oped by WSHA®s Health I nfor mat
Author. The Association reports 18 months of data with a total of 2,631,071 visits during the 18 month period from January 2008 to June
2009. We converted this number to an annual estimate for 2008 by multiplying by 12/18.

119 Agency for Healthcare Research and Quality. (2011). Total Utilization and Mean Expenses per Visit by Type of Ambulatory HedltCare
Service, 2011 (Medical Expenditire Panel Survey Household Component Data). From
http://meps.ahrq.gov/mepsweb/data_stats/summ_tables/hc/mean_expend/2011/tablel.pdf . Retrieved April 7, 2014.

12%|nformation from the TARGET database was provided via personal communication with Kevin Campbell, DSHS, May 12, 2016.


http://meps.ahrq.gov/mepsweb/data_stats/summ_tables/hc/mean_expend/2011/table1.pdf

Traffic Crash Parameters . We model alcohol-involved property costs with a similar set of procedures. We estimate the
annual number of alcohol involved traffic crashes in Washington by obtaining the total number of officer -reported traffic
collisions in Washington in 2011 (98,820).121 To estimate the proportion of all crashes that are reported by police out of
total crashes, we use national estimates produced by Blincoeet al., (2002).122 Data from Blincoe provide an estimate that
56.7% of all crashes are reported by poIice.123 Thus, an estimate of total crashes in Washington in 201 is 174,267. To this
we apply the alcohol induced causation factor (8.5%) derived from national information also provided in Blincoe et al.,
(2002), along with the average traffic crash cost, also from Blincoeet al., (2002) of $1,892 in 2000 dollars (see Exhibit
44.17).

Exhibit 4.4.11
Calculation of Average Property Costsfrom Alcohol-Caused Traffic Collisions

Collision category Unit price in 2000 Total glcghol Percent of all crashes
dollars caused incidence caused by alcohol
Property damage only 1,484 1,963,718 0.083
MAIS 0 1,019 183,511 0.072
MAIS 1 3,844 254,989 0.055
MAIS 2 3,954 72,082 0.165
MAIS 3 6,799 25,763 0.205
MAIS 4 9,833 6,502 0.178
MAIS 5 9,446 3,047 0.322
Fatal 10,273 13,570 0.325
Average 1,892 0.085

Source: Tables 12 and 13 of Blincoe et al. (2002).

From these inputs, we then compute an upper bound number of events per alcohol disorder under the assumption that
all alcohol traffic events stemmed from individuals currently diagnosed with a DSM alcohol disorder (or heavy drinkers). A
lower bound is calculated assuming that all alcohol related traffic events stemmed from any use of ATOD, whether or not
the use wasby a person with a DSM alcohol disorder (or heavy drinker) population using the following equations:
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Smoking Health Care Cost Parameters . Smoking attributable health care costs were estimated using a pooled dataset
from the 2007-2010 National Health Interview Survey (NHIS) linked to 20082011 Medical Expenditure Panel Survey. As
explained in more detail in Section 49, MEPS data include arepresentative sample of NHIS households with additional
detail collected on individual healthcare utilization and medical expenditures. We follow methodology outlined by Xu, et
al, (2015)124 in constructing a two -part model that examines smoking-attributab le healthcare spending controlling for
sociodemographic characteristics and other health-related behaviors and attitudes.

121 \Washington State Department of Transportation. (n.d.). 2011 Washington State collision data summary Olympia, WA: Author, Table 8.
Retrieved Feb 26, 2013 from http://www.wsdot.wa.gov/mapsdata/collision/pdf/Washington_State Collision_Data_Summary_2011.pdf
122 Bjincoe, L.J., Seay, A.G., Zaloshnja, E., Miller, T.R., Romano, E.O., Luchter, S., & Spicer, R.S. T2@08}onomic impact of notor vehicle
crashes 2000 Washington, DC: United States Department of Transportation, National Highway Traffic Safety Administration.

123 |bid, table 3.

124 xu, X., Bishop, E.E., Kennedy, S.M., Simpson, S.A., & Pechacek, T.F. (2015). Annual healthcare sgeatiiibutable to cigarette
smoking: An update. American Journal of Preventive Medicine48(3), 326-333.



Two separate models were included in this analysi$i a prevention model that estimated costs for non-smokers'?®
compared to adults with any history of smoking (current or previous), and a treatment model that examined costs for
former smokers relative to current smokers. Both models adjusted for demographic factors (age, sex, race/ethnicity,
marital status), income/education factors (high school/college compl etion, poverty status, insured); health indicators (self-
reported body mass indexfi overweight/obese, alcohol consumption/excessive drinking); and health related behaviors or
attitudes (obtained flu shot in last year, wear seatbelt regularly, propensity to take risks, belief in ability to overcome
illness without medical help). Medical comorbidities are not included in the model since smoking can exacerbate a wide-
range of health conditions and can lead to multiple diseases, including cancer, chronic obstructive pulmonary disease
(COPD), cardiovascular disease and diabete¥?®

The first part of the estimating equation includes a logit model that determines the likelihood of any smoking (prevention
model) or remaining a smoker versus becoming a former smoker (treatment model). In the second part of the model,
total healthcare expenditures are estimated conditioned on entering the specified smoking status. The dependent
variable, total healthcare expenditures, included costs related to hospital inpatient care, hospital outpatient care, office-
based medical provider services, emergency department services and prescriptions. All cost estimates were converted to
2011 dollars using the Consumer Price Index (CPH Medical Component. The prevention and treatment models are
shown below in Exhibits4.4.12 and 4.4.13.

After deriving adjusted values for the overall effect of smoking on healthcare expenditures using the marginal effects, we
create age-based estimates for the differential cost impact of smoking from age 18 to age 85. Standard errors of the
estimates at each age are calculated by resampling the marginal distribution at each age and calculating the average of
the standard deviations of the distributions . Exhibit 44.12 shows the average annual cost and incremental cost by year for
prevention and treatment populations.

Exhibit 4.4.12
Input Parameters for the Incremental Health Care Costsof Smoking

Prevention Treatment

Annual incremental cost of disorder $1,449.49 $358.91
Standard error on annual cost $235.59 $476.75
Year of dollars 2011 2011
Age at which cost was measured 53 55
Additional cost per year of life beyond measurement age $21.68 $7.84
Standard error on additional cost $1.64 $3.15
Exhibit 4.4.13
Two-Part Model Assessing Healthcare Costs ofCurrent or Former Smokers Relative toNever Smokers
Category Variable Coefficient 95% ClI
Part one: Logit, probability of smoking
Age 0.03 i (0.02- 0.03)
Female 1.01 ok (0.89- 1.14)
White, non-Hispanic 0.71 ok (0.57- 0.85)
. e . Black, non-Hispanic 0.33 ok (0.16- 0.49)
Race/ethnicity (ref: Hispanic) Asian, non-Hispanic -0.09 (-0.35- 0.17)
Other, non-Hispanic 0.57 * (-0.04- 1.18)
High school 0.03 (-0.13- 0.19)
Education (ref: Less than HS) Some college/AA 0.29 xxx (0.14- 0.45)
College graduate/BA or higher 0.56 Fokk (0.36- 0.76)
. ) ) Never married, not cohabitating -0.09 (-0.24- 0.05)
Marital status (ref: Married) Divorced, separated, widowed -0.02 (-0.18- 0.15)
) Near poor (100% to LT 125%) -0.29 > (-0.56- -0.03)
IF; %T)rty level (ref: Below poverty  \ income (125% to LT 200%) -0.16 * | (-0.35-0.03)
Middle income (200% to LT 400%) -0.18 > (-0.35- -0.02)

125 Note: non-smokers are defined as individuals that smoked less than 100 cigarettes during lifetime.
126 Ynited States. (2012) Preventing tobacco useamong youth and young adults: A report of the Surgeon GeneraRockville, MD: U.S. Dept.
of Health and Human Services, Public Health Service, Office of the Surgeon General.



Drinking status (ref: non-drinker)

BMI group (ref: underweight)

Insured
Flu shot

Wear seatbelt

Propensity to take risks

Belief in ability to overcome
disease without medication
Smoke history

Intercept

Part two: GLM, estimated costs
Age
Female

Race/ethnicity (ref: Hispanic)

Education (ref: Less than HS)

Marital status (ref: Married)

Poverty level (ref: below poverty
level)

Drinking status (ref: non-drinker)

BMI group (ref: underweight)

Insured
Flu shot

Wear seatbelt

Propensity to take risks

Belief in ability to overcome
disease without medication
Smoke history
Intercept
Notes:
no. of obs = 17,899
weighted size = 513,466,894
Design df = 204
F(30, 175) = 55.98
Prob > F = 0.0000

High income (GE 400%)
Non-excessive drinker
Excessive drinker
Unknown

Normal weight
Overweight

Obese

Always, nearly always
Sometimes, seldom/never
Uncertain-strongly disagree
Agree somewhat/strongly
Uncertain-strongly disagree
Agree somewhat/strongly

White, non-Hispanic

Black, non-Hispanic

Asian, non-Hispanic

Other, non-Hispanic

High school

Some college/AA

College graduate/BA or higher
Never married, not cohabitating
Divorced, separated, widowed
Near poor (100% to LT 125%)
Low income (125% to LT 200%)

Middle income (200% to LT 400%)

High income (GE 400%)
Non-excessive drinker
Excessive drinker
Unknown

Normal weight
Overweight

Obese

Always, nearly always
Sometimes, seldom/never
Uncertain-strongly disagree
Agree somewhat/strongly
Uncertain-strongly disagree
Agree somewhat/strongly

0.22
0.03
0.06
0.58
0.24
0.27
0.46
1.03
0.8
0.07
0.08
-0.48
-0.47
0.5
0.14
0.06
-1.67

0.01
0.09
0.13
0.1
-0.26
0.27
0.1
0.02
0.08

0.09
-0.11
-0.08
-0.22
-0.2
-0.14
-0.35
-0.27
-0.17
-0.07
0.14
0.34
0.24
-0.79
-0.8
0.09
0.05
0.09
-0.38
0.25
8.28

*%

*%

*kk

*kk

(0.04- 0.41)
(-0.14- 0.19)
(-0.12- 0.25)
(-0.08- 1.24)
(-0.24- 0.71)
(-0.22- 0.76)
(-0.04- 0.97)
(0.9- 1.16)
(0.64- 0.96)
(-0.57- 0.72)
(-0.6- 0.75)
(-1.19- 0.22)
(-1.17- 0.24)
(-0.28- 1.28)
(-0.66- 0.93)
(-0.08 - 0.2)
(-2.55- -0.78)

(0.01- 0.02)
(0.01- 0.18)

(-0.01- 0.26)
(-0.04- 0.25)
(-0.45- -0.07)
(-0.09- 0.64)
(-0.03- 0.23)
(-0.09- 0.12)
(-0.06- 0.22)
(-0.1- 0.09)

(0-0.18)

(-0.29- 0.06)
(-0.21- 0.05)
(-0.34- -0.1)
(-0.34- -0.05)
(-0.24- -0.05)
(-0.47- -0.23)
(-0.67- 0.13)
(-0.48- 0.15)
(-0.38- 0.24)
(-0.16 - 0.44)
(0.19- 0.48)

(0.14- 0.34)

(-1.12- -0.46)
(-1.16- -0.44)
(-0.31- 0.5)

(-0.36- 0.47)
(-0.31- 0.5)

(-0.79- 0.02)
(0.17 - 0.32)

(7.79- 8.78)



Exhibit 4.4.14

Two-Part Model Assessing Healthcare Costs ofCurrent Smokers Relative to Former Smokers

Category

Variable

Part one: Logit, probability of remaining a smoker

Age
Female

Race/ethnicity (ref: Hispanic)

Education (ref: Less than HS)

Marital status (ref: Married)

Poverty level (ref: below poverty
level)

Drinking status (ref: non-drinker)

BMI group (ref: underweight)

Insured
Flu shot

Wear seatbelt

Propensity to take risks

Belief in ability to overcome
disease without medication
Smoke current

Intercept

Part two: GLM, estimated costs
Age

Female

Race/ethnicity (ref: Hispanic)

Education (ref: Less than HS)

Marital status (ref: Married)

Poverty level (ref: below poverty
level)

Drinking status (ref: non-drinker)

BMI group (ref: underweight)

Insured
Flu shot
Wear seatbelt

White, non-Hispanic

Black, non-Hispanic

Asian, non-Hispanic

Other, non-Hispanic

High school

Some college/AA

College graduate/BA or higher
Never married, not cohabitating
Divorced, separated, widowed
Near poor (100% to LT 125%)
Low income (125% to LT 200%)
Middle income (200% to LT 400%)
High income (GE 400%)
Non-excessive drinker
Excessive drinker

Unknown

Normal weight

Overweight

Obese

Always, nearly always
Sometimes, seldom/never
Uncertain-strongly disagree
Agree somewhat/strongly
Uncertain-strongly disagree
Agree somewhat/strongly

White, non-Hispanic

Black, non-Hispanic

Asian, non-Hispanic

Other, non-Hispanic

High school

Some college/AA

College graduate/BA or higher
Never married, not cohabitating
Divorced, separated, widowed
Near poor (100% to LT 125%)
Low income (125% to LT 200%)
Middle income (200% to LT 400%)
High income (GE 400%)
Non-excessive drinker
Excessive drinker

Unknown

Normal weight

Overweight

Obese

Always, nearly always

Coefficient

0.03
1.06
0.64
0.28
-0.04
0.84
0.04
0.26
0.34
-0.01
-0.02
-0.5
-0.24
-0.28
-0.11
-0.16
0.05
1.01
0.25
0.35
0.57
117
0.86
-0.61
-0.52
-1.16
-1.12
0.81
0.43
-0.37
-0.14

0.01
0.07
0.1
0.06
-0.15
0.15
0.17
0.03
0.08
-0.07
0.07
-0.18
-0.14
-0.2
-0.21
-0.16
-0.39
-0.32
0.01
0.16
0.34
0.24
0.37
-0.73

*kk

*kk

*kk

*%

*%

*%

*%

*kk

*kk

*%

*%

*%

*%

95% ClI

(0.02- 0.04)
(0.84- 1.27)
(0.43- 0.85)
(-0.01- 0.57)
(-0.49- 0.41)
(0- 1.69)
(-0.18- 0.27)
(0.03- 0.49)
(0- 0.68)
(-0.24- 0.21)
(-0.26- 0.23)
(-0.93- -0.07)
(-0.54- 0.05)
(-0.54- -0.01)
(-0.4- 0.19)
(-0.46- 0.13)
(-0.22- 0.31)
(-0.19- 2.2)
(-0.45- 0.96)
(-0.37- 1.08)
(-0.15- 1.29)
(0.97- 1.37)
(0.57- 1.15)
(-1.57- 0.36)
(-1.51- 0.48)
(-2.51- 0.19)
(-2.5- 0.27)
(-0.55- 2.17)
(-0.92- 1.79)
(-0.58 - -0.15)
(-1.42- 1.14)

(0.01- 0.02)
(-0.05- 0.2)
(-0.12- 0.32)
(-0.17- 0.29)
(-0.52- 0.23)
(-0.29- 0.6)
(0- 0.33)
(-0.11- 0.18)
(-0.11- 0.28)
(-0.22- 0.08)
(-0.07- 0.2)
(-0.42- 0.06)
(-0.32- 0.04)
(-0.35- -0.05)
(-0.42- -0.01)
(-0.3- -0.01)
(-0.58- -0.21)
(-0.82- 0.18)
(-0.34- 0.35)
(-0.21- 0.54)
(-0.01- 0.68)
(0.02- 0.46)
(0.23- 0.5)
(-1.05- -0.41)



Sometimes, seldom/never -0.64 e (-1.03- -0.25)

Propensity to take risks Uncertain-strongly disagree -0.22 (-0.8- 0.36)
Agree somewhat/strongly -0.28 (-0.85- 0.3)
Belief in ability to overcome Uncertain-strongly disagree 0.45 (-0.14- 1.04)
disease without medication Agree somewhat/strongly -0.03 (-0.61- 0.55)
Smoke current 0.08 (-0.06 - 0.21)
Intercept 8.36 Fkk (7.73-9)

Notes:

no. of obs = 18,789 [subpop 7,458]

weighted size = 552,685,474 [subpop 225,196,485]
Design df = 204

F(30, 175) = 28.11

Prob > F = 0.0000

4.4f  Early Initiation of ATOD

As described above, we estimate the costs of disordereduse of alcohol, cannabis,opioids, other illicit drugs, and regular
smoking. These costs are tied tothe prevalence of consumption patterns. Many of the ATOD measures used in
evaluations of prevention and early intervention programs, however, are measures ofearly use of ATOD (e.g., by the end
of middle school or the end of high school) . Therefore, in order to estimate the long -term costs of disordered ATOD, it is
necessary todetermine whether there is a causal link between the use of ATOD at early agesand the ultimate disordered
use of ATOD. To estimate the relationship between early use and later disordered use of alcohol, cannabis, illicit drugs,
and tobacco (regular use is the outcome of interest in the last case), we reviewthe literature and contribute original
analysis using NESARGIata. Our estimates and sourcesfor these early initiation parameters are described in Exhibit
44.15.

Exhibit 4.4.15
Early Initiation Parameters

lllicit drugs Regular
Alcohol Cannabis (non tobacco

cannabis) smoking

(@) (b) (©) (©)

Early initiation parameters:

Prevalence of substance use by middle school 29.5% 15.2% 8.7% 15.5%
Prevalence of substance use by high schoof 69.4% 45.2% 24.1% 39.5%
D-cox effect size (ES)between early initiation and later disorder
Substance use by middle school 0.5472 1.29 1.6955 0.9583
Substance use by high school 0.6994 1.4263 1.762 1.3117
Standard error on d-cox ESbetween early initiation and later disorder
Substance use by middle school 0.0462 0.1025 0.1177 0.0362
Substance use by high school 0.018 0.0574 0.063 0.018
Notes:
'Johnston, L.D., OdMalley, P. M. , HaiofngthenFuturd nat®nal sunéey résalts onldeigiuses 196820123 . E .

Volume |, Secondary school student#inn Arbor: Institute for Social Research, The University of Michigan. Middle school estimate from g grade
results, table 4-1a.

2 Ibid. High school estimate from 12" grade results, table 4-1a.

3Analysis of Wave 1 NESARC data. We computed a logistic gression coefficient for each ATOD, restricting the dataset to those people who ever
used that substance, for those who first used the substance by age 14 (for the middle school analysis) or by age 18 (for thehigh school analysis)
versus all others who first used that substance at a later age. This analysis controlled for age, sex, race/ethnicity, antisocial behavior by age 15,
depression by age 14, and use of other substances. We then exponentiated these coefficients to obtain an odds ratio for earlyuse versus later use.
We then adjusted those odds ratios to account for the fdderatiostopthet we
proportion of people in the general p o pul a ttheadjustediodds ratiesy veercampuiesl thelinputh a t
effect sizes between early use and later disordered use for each substance, and used @Risk software to estimate standard errs around those effect



4.5 Valuation of Teen Birth Outcomes

In the WSIPPbenefit-c o st model , the implications of a teen bang-term ar e

outcomes for the mother and child . That is, we evaluate the economic consequences of a teen birthbased on its
relationship to subsequent high school graduation rates, public assistance usage, crime rates, child abuse and neglect
cases, K12 grade repetition, and other outcomes. We estimate these effects for both teen mother s and the children born
to them .*” The results from our meta-analysesof the research literature are shown inthe Appendix. Our teen birth base
rate number comes from the Washington Department of Health Vital Statistics and Population Data.’® Because the een
birth rate has been trending downward in recent years, we use the most recent data available (2014), which shows a rate
of approximately 8.3 teen births per 1,000 women.

4.6 Valuation of Public Assistance Outcomes

A portion of public assistance costs are treated as transfer payments in the benefitcost model. If a program has an effect
on public assistance use, then there is a redistribution of costs between program recipients and taxpayers. For example, if
an early childhood education program lowers the use of public assistance by a family, then the reduced public assistance
payments are a benefit to taxpayers, but a loss of income to the family in the early childhood assistance program. The
only net real cost differences in this transfer are the effect that a change in public assistance caseloads has on costs
related to the administration of the public assistance programs and the deadweight cost of the government taxation
necessary to fund the transfer and its associated administrative costs

4.6a Cash Assistance

We include the federal Temporary Assistance for Needy Families (TANF) and the stateun State Family Assistance(SFA)
programs in the estimates of our value of cashassistance.We estimate the additional costs of public assistance cash
transfers on a per-participant basis. Using state data reported to the federal Administration on Children and Families, we
compute the total non -cash-assistance TANF expendituresas a proportion of total assistance expenditures.**® These non
assistance costs include the cost ofadministering the program, as well as the cost of other, non-cash services that benefit
TANF recipients. We compute the ratio of the non-assistance expenditures to the cash benefit on a perparticipant basis
to create the O0Admi ni sirtBxtabtt 46vLeTo gstimat therptopodion @f tosahTANFHISFA
expenditures that come from state versus federal sources we use data reported by the TANF program.

4.6b Food Assistance

To estimate the value of food assistance, we include data from the federal Supplemental Nutrition Assistance Program
(SNAP) and the staterun Food Assistance Program (FAP). Most of the costs of these programs are treated as transfer
payments, similar to cash assistance. As SNAP and FAP do ndlirectly provide other, non-cash-assistance services, any
additional costs of these programs are the costs to administer the program.

Exhibit 4.6.1 displays the inputs for this area. Program effects for both cash assistance and food assistanceare measured,
most often, as a continuous measure of the number of months receiving assistance Therefore, in addition to additional
program costs and the proportion of state and federal expenditures, we also enter information on Washington State
public assistance caseloads including the mean number of months on cash and food assistance for those on the
caseloads, the standard deviation in the number of months, the average monthly assistance amount, a percentage for
agency administrative costs and, for modeling purposes, the age at which public assistance receipt begins.

We model a change in the number of months as the standard deviation change in the number of months spent receiving
public or food assistance for those who receive assistance The increase in months receiving benefits is multiplied by the

27 1n using the age 18 as a cutoff, we follow the same approach found in Hoffman, S.D. & Maynard, R.A. (Eds.). (2008Kids having kids:
Economic costs & social consequences of teen pregnancy(2™ edition). Washington, DC: Urban Institute Press.

128 Retrieved August, 2015 from DOH Age specific Live Birth Rates by Place of Residence.
http://www.doh.wa.gov/DataandStatisticalReports/VitalStatisticsandPopulationData/Birth/BirthTablesbyTopic. We use the birth numbers
for those ages 1517 from table A10.

129 Retrieved October 15, 2015 from http:/Avww.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014. Advice on categories to
exclude (expenditures that would not be expected to be reduced if the adult caseload reduced) was provided via personal
communication with Steve Ebben, Economic Services Administration, August 28, 2015.
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http://www.doh.wa.gov/DataandStatisticalReports/VitalStatisticsandPopulationData/Birth/BirthTablesbyTopic
http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2014

average amount of monthly benefits in base year dollars.We know that the increase in months spent receiving public
assistance occurs between the age of treatment and the age of measurement, so the total increase in assistanceis evenly
divided among all years between the age of treatment and the age at first measurement.

Exhibit 4.6.1
Public Assistance Rrameters

Cash assistance Food assistance

Average monthly benefit $398.56' $222.67
Administrative proportion 1.35° 0.11°
Average months on assistance 13.4 40.5°
SD of months on assistance 16.0° 36.8°
Age at which assistance begins 18 18
Year of dollars 2014 2014
Proportion from state sources 0.269 0.054°
Proportion from local sources 0.000 0.00¢°
Proportion from federal sources 0.737 0.946°
Notes:

! Total dollars for TANF/SFA Regular Adult Cases divided by total cases for FY201Source: DSHSESA/EMAPS Assignment #3618 Using the ACES Data
Warehouse as of September 2015.

?Total dollars for Total SNAP/FAP Caseslivided by total cases for FY2015.Source: DSHSESA/EMAPS Assignment #3618 Using the ACES Data

Warehouse as of September 2015.
% Total non-assistance TANF expenditures (netofthecat gor i es of ochild caredé, oOpreventi-on
recurrent short-t e r m b e divalédiby tetal gssistance expenditures.Source: TANF Financial Data for FY2014
(http:/Awww.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014). Advice on categories to exclude (expenditures that would not be
expected to be reduced if the adult caseload reduced) was provided via personalcommunication with Steve Ebben, Economic Services
Administration, August 28, 2015

*Monthly administrative costs divided by monthly household benefit , as reported in the SNAP State Activity Report, Fiscal Year 2014

Source: http://www.fns.usda.gov/sites/default/files/FY 14%20State%20Activity%20Report.pdf

®Total length of assistance and standard deviation in months computed using a cohort of adult clients entering TANF/SFA in January 2005 fothe first

time in Washington State. Source: ESAEMAPS Report #3@.8 using the ACES Data Warehouse as of September 2015

® Total length of assistance and standard deviation in months computed using a cohort of adult clients entering SNAP/FAP in Jaruary 2005 for the first

time in Washington State. Source: ESAEMAPS Report#3618 using the ACES Data Warehouse as of November 2015

" Proportion of costs borne by state and federal sources are derived from assistance and non-assistance categories reported in TANF Financial Data for

FY2014 fttp://www.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014), excluding the same categories as reported in note 3 above.

8 Proportion of costs borne by state and federal sources are a weighted average of the breakdown of 1) administrative costs reported in the SNAP
State Activity Report, Fiscal Year 2014

(http:// www.fns.usda.gov/sites/default/files/FY 14%20State%20Activity%20Report.pdf, and 2) dired benefit-costs reported by the Washington State
Economic Services Administration (Source: DSHESA/EMAPS Assignment #3618 Using the ACES Dawarehouse as of September2015.

4.7 Valuation of Kd12 Education Outcomes

In valuing most Kd12 education outcomes (i.e.,standardized test scores, high school graduation, and years of education),
we use a human capital approach, as describedn Section 4.1. This section describes the inputs(Section 4.7a) and
computational procedures (the subsequent sections)we useto monetize those outcomes, as well as the methods for
valuing two other outcomes of K812 education frequently measured in the program evaluation literature: the use of
special education and grade retention.
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4.7a Education Parameters

Evaluations of education and other programs or policies often assessoutcome measures such asstudent test scores,
years of education, graduation rates, specialeducation, or grade retention. WS | P lieidefit-cost model includes a
number of education -related parameters used to compute estimates of the benefits of these education outcomes. The
inputs entered into the model are shown in Exhibit 4.7.1. This Section lists the individual inputs and their data sources.

Exhibit 4. 7.1

General K812 Education Parameters

State high school graduation rate

Standard deviation for number completed years of education

Cost of a year of education (2014 dollars) for astudent in regular education

Cost of a year of education (2014 dollars) for astudent in special education

Percent of students using special education

Average numbers of years in special education, for those who receive it
Average age of first entry into special education

Percent of students retained for at least one year

Average number of years retained, for those retained

Multiplier for human capital economic externalities of e ducation

Gain in earnings for a 1SD increase in test scores

Gain in earnings from an additional year of education

Gain in high school graduation probability from a 1 SD increase in test scores

Max
Mode
Min
Mean
SE
Mean
SE
Mean
SE

All students

0.781
2.40
$8,695
$18,417
0.13
4
8
0.098
1
0.42
0.37
0.125
0.095
0.031
0.100
0.024
0.079
0.001

Low-income
students

0.68
2.40
$10,212
$19,934
0.17
4
8
0.163
1
0.42
0.37
0.125
0.095
0.031
0.100
0.024
0.117
0.002

The High School Graduation Rate . The model contains a user-supplied parameter of the high school graduation rate .
WSI PPd6s entry i smWasht egteoh logtmgdgmduatisnratedas published by the Office of

Superintendent of Public Instruction (OSPI).130

who graduate from high school

Wi

t hi

n

four

The on-time rate is defined as the percentage of public school students

y e-income stutiéats.'F e c o r d

In addition, WSIPPusesa lower predicted high school graduation rate for the juven ile offender population. *** When the
benefit-cost model is run, the baseline high school graduation rate is used in conjunction with effect sizes from programs

that measure changesin the dichotomously measured high school graduation rate.

1% Office of Superintendent of Public Instruction. (2015). Graduation and Dropout Statistics Annual Report: Appendix AOlympia, WA:

Author. Retrieved April 20, 2016 from http://www.k12.wa.us/dataadmin/ .

31| ow-income students are those eligible for free or reduced-price meals in the National School Lunch Program and School Breakfast
Program. Students in households with income up to 130% of federal poverty guidelines are eligible for free meals. Students in
households up to 185% of federal poverty guidelines are eligible for reduced - price meals. For more information visit

http://iww.k12.wa.us/ChildNutrition/Programs/NSLBP/default.aspx.

132

The high school graduation rate for juvenile offend ers is calculated as the simple average of a lower and upper bound. For the lower

bound, we use a number reported by the Department of Social and Health Services in 2012; they estimate that 9% of students seved by
the Juvenile Rehabilitation in 9" grade in the 2005/2006 school year graduated from high school on time (Coker et al. (2012). High
School Outcomes for DSHServed Youth Olympia, WA. Retrieved April 15, 2016 from
https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-11-181.pdf). For the upper bound, we use a number from a
2014 report by the United States Office of Juvenile Justice and Delinquency Prevention that used American Commuity Survey data to
calculate a status drop-out rate of 40% for institutionalized 16 -to-24 year-olds (suggesting a graduation rate of 60%); Sickmund, Melissa,
and Puzzanchera, Charles (eds.). 2014. Juvenile Offenders and Victims: 2014 National Report. Bittirgh, PA: National Center for Juvenile
Justice. Retrieved April 15, 2016 from http://www.ojjdp.gov/ojstatbb/nr2014/downloads/chapterl.pdf.

o
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The Standard Devi ation in the Number of Completed Years of K 820 Education . We use microdata from the March
2009 Current Population Survey to calculate the standard deviation in the number of years of education attained by
adults age 25 or older in the U.S. who completed at least 7" grade. When the benefit-cost model is run, the standard
deviation in the number of years of education is used in conjunction with effect sizes from programs that measure the
change in the number of years of education.

Costs of Regular K 612 Education. The model requires an estimate of the marginal cost of a year of K312 education and
the year in which these dollars are denominated.'*®

Special Education Parameters. The model can also calculate the value of two other K812 educational outcomes: years of

special education and grade retention. For special education, the information is entered for the cost of a year of special

education and the year in which the special education costs per year are denominated™* The model also contains a user
supplied parameter of the percentage of students in special
State students in special education in2014-15 (13.4%).135 This rate is not calculated for low-income students in

Washington; for this group, we use national estimates of the prevalence of learning disabilities by income level from

Plantyetal’®®t o adj ust Washi ngt ond s165%fe w-adomesstidesta'Y Wealso estanate thet o

average number of years that special education is used, conditional on entering special education. The user also enters

the age when special education is assumed to first be used™®.

The Percentage of Students Retained i n a Grade Level. The model contains a usersupplied parameter of the

percentage of students held back at least one year of schoolinkdl1 2. WSI PP&s entry is based on 2
of all students and 16.5% of low-income students) calculated by the U.S. Department of Education.**® These rates have

dropped in recent years; in 1995, 16% of US. students had been retained in a grade level**°

Multiplier for Human Capital Economic Externalities of Education . The model contains minimum, modal, and
maximum estimates measuring the external economic benefits of education. Thesevalues are shown inExhibit 4.7.1.
There is a fairly large economic literature on this topic, summarized in a chapter by McMahon in Brewer.*** Analysts have
studied the degree to which growth in the private returns to human capital produce spillover economic gains to the rest
of an economy. The low value we use is the estimate contained in Acemoglu & Angrist, (2000)** The modal value is the
estimate used in Belfield, Hollands, and Levin (2011}** The high parameter is contained in Bretton, (2010)** In the

133 The cost of regular education estimate is from: Office of Superintendent of Public Instruction. (2016). Financial reporting summary:
Washington State School Districts and Educational Service DistricfSiscal Year September 1, 201d8August 31, 2015). Olympia, WA:
Author, Table 4. Retrieved May 26, 2016 from http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014
15%20Finartial%20Reporting%20Summary.pdf.

'3 The total cost for one year of special education represents the cost of one year of regular education per student from all sources
(state, federal, and local), plus the state allocation for each special education student.The special education allocation estimate is from:
Office of Superintendent of Public Instruction. (2016). Financial reporting summary: Washington State School Districts and Educational
Service DistrictyFiscal Year September 1, 201dAugust 31, 2015).

135 Office of Superintendent of Public Instruction. Washington State Report CardRetrieved May 26, 2016 from
http://reportcard.ospi.k12.wa.us/summary.aspx?groupLevel=District&schoolld=1&reportLevel=State&year=2014 -15.

1% planty, M., Hussar, W., Snyder, T., Ken&., KewalRamani, A., Kemp, J. (2009he condition of education 2009(NCES 2009081).
Washington, DC: National Center for Education Statisticgogherratasal yzed t
of learning disabilities for children in poverty. http://nces.ed.gov/programs/coe/pdf/coe_gra.pdf.

37 We took the percentage of children in special education for up to 185% of the federal poverty level, divided by the percentag e of all
children in the United States in special educationto det er mi ne t he factor by which to adjust Wast
M. & Saroha, E. (2007). Lifetime prevalence of learning disability among U.S. childrerPediatrics, 114Suppl. 1), S77S83.

%8 The average number of years of special edication and the average age of first entry in special education are WSIPP estimates.

1% planty et al. (2009), table A18-1, retrieved from: http://nces.ed.gov/pubs2009/2009081.pdf . For low income students, we computed a
weighted average of poor (22.9%) and nearpoor (10.9%) grade retention rates from table A-18-1. The weighting comes from the
number of individuals in the respective groups taken from Table A-6-2.

140 National Center for Education Statistics. (2006).The Condition of Educatbn 2006 (NCES 2006071). Washington, DC: Author. Retrieved
June 17, 2016 from http://nces.ed.gov/pubs2006/2006071.pdf.

1 McMahon, M. (2010). The external benefits of education. In D.J. Brewer, & P.J. McEwan (Ed&donomics of educationOxford, UK:
Academic Press.

42 Acemoglu, D., & Angrist, J. (2000). How large are humarcapital externalities? Evidence from compulsory schooling laws NBER
Macroeconomics Annuall5, 9-59.

143 Belfield, C., Hollands, F., & Levin, H. (2011)Vhat are the social and economicreturns?New York: Columbia University, Teachers
College, The Campaign for Educational Equity.
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model, a Monte Carlo draw is taken from a triangular probability density distribution with these three bounding
parameters. The parameter is expressed as a multiple of the private economic return to education. For example, ithe
private return for a year of education is 0.10 and amodal external economic return parameter is 0.37, then the model
monetizes the external economic benefits as 0.10 X 0.37 = 0.037 and this value is, in turn, multiplied times the valuation
of the education-attributed difference in private earnings.

Fiscal Sources for Regular and Special Education Expenditures. As noted, the model allows usersto input the
proportion of education funding from state, local, and federal sources. While the model allows the user to enter separate
values for the fiscal sources for regular- and low-income students, for Washington we enter the same figures for both.
Washington State sources are described inExhibit 4.7.2.

Exhibit 4.7.2
Proportion of Marginal Education Costs by Source
State Local Federal
Regular education® 0.6% 0.227 0.079
Specialeducation? 0.851 0.000 0.149

Notes:

1Washington State Office of the Superintendent of Public Instruction, "Statewide Average Financial Tables and Charts" for schol year 2014-2015, Table 3,
available at: http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014 15%?20Financial%20Reporting%20Summary.pdf

2 Washington State Office of the Superintendent of Public Instruction, "Statewide Average Financial Tables and Charts" for school year 20142015, General
Fund Expenditures by Program, available athttp:/ /www.k12.wa.us/safs/PUB/FIN/1415/Full%20201415%20Financial%20Reporting%20Summary.pdf

4.7b Linkages: Education

WS | P P d s -cdstanodelfnionetizes improvements in educational outcomes, in part, with linkages between each
educational outcome and other outcomes to which a monetary value can be estimated. The parameters for these
linkages are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship
between high school graduation and crime by meta-analyzing the most credible studies that have addressed this topic.
The meta-analytic process provides both an expected value effect given the weight of the evidence, and an estimate of
the error of the estimated effect . Both the expected effect size and the esimated error are entered into the benefit -cost
model and used when performing a Monte Carlo simulation. The linkages in the current WSIPP model ardisted in the
Appendix. In addition, several relationships are modeled using the methods described below.

The Relationship Between Gain sin Test Scores and the High School Graduation Rate . In many outcome evaluations
of education programs, the only measure of effectiveness is student performance on standardized tests. In the WSIPP
benefit-cost approach, however, we also model the likelihood of high school graduation where possible. Using
Washington State data, we were able to estimate the increased likelihood of high school graduation, given improvement
in standardized test scores This additional analysis allows us to predict the impact of a program on high school
graduation when evaluations of that program have only measured standardized test score performance. High school
graduation, of course, is a marker for other student skills than just test scores,but performance on test scores is
correlated with graduation.

We estimate the relationship between standardized test scores and high school graduation using longitudinal, student -
level assessment and enrollment data for Washington State. These data inclde math and reading Washington
Assessment of Student Learning (WASL) scoresr{ 7", 8", and 10" grades) for two cohorts of students (enrolled in 7"
grade during 2004-05 or 2005-06). These students were expected to graduate in 2010 or 2011.

Three setsof models were run to examine the effects of: 1) changes in test scores between7"™ and 8" grade; 2) changes
in scores between 8™ and 10" grades; and 3) test retake scores in 11" grade.145 These models produced roughly
comparable estimates for the effect of assessment scores on graduation. The models that focus on § and 10" grade
scores have the most observations, and we used these results for inputs to thebenefit-cost model.

144 Breton, T.R. (2010). Schooling and national income: How large are the externalities? Corrected estimate&ducation Economics18(4),

455-456.
4% Many, but not all, students who did not meet assessment standards in 18" grade retake exams in 11" grade.


http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014-15%20Financial%20Reporting%20Summary.pdf
http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014-15%20Financial%20Reporting%20Summary.pdf

We ran linear probability models to estimate the effect of 10 t grade test scores on graduation status, controlling for g™

grade test scores and other observed student characteristics'*® The models did not fully control for unobserved student

characteristics, and the extent to which estimates reflect causeand-effect remains, to a degree, uncertain. For the

analysis, the assessment scores were converted to Zcores (mean 0, standard devidgion 1). The difference in Z-scores
between8thand10thgr ade reflects the change in a studentds assessment
and reading test scores. We also estimated separate models for lowincome students.**’ Math estimates were based on

observations for 114,221 students; reading estimates were based on data for 115,557 students. The basic equation

estimated is shown below.

(4.7.1) Graduation= U 1o, + bdZ K + Xy + Xi+ Year+ ; [

Where:
Graduation = 1 if student graduates, 0 if not
&; = change in Z scores for student i = Z,4-Zg;
Z,0i = math (or reading) Z-score for 10" grade for student i
Ze; = math (or reading) Z-score for 8" grade for student i
X; = a vector of student characteristics (free or reduced-price meal eligibility history, English language status,
special education status, gender, race/ethnicity)
Year = indicator for the 10" grade assessment year

Exhibits 4.7.3 and 4.7.4 summarize the estimated effects of math and reading test scores on graduation status. The effects
are determined by b; and b,.**® b, is the coefficient for the change in Z-scores b, is the coefficient for an interaction term
which allows the effect of test score growth to vary with the initial (8 ™ grade) score.

Exhibit 4.7.3
Estimated Effects of Changes in Test Scores on Likelihood of High School Graduation, for All Students
Math Reading
Coefficient Standard error Coefficient Standard error
Z 0.0961 0.0021 0.0612 0.0015
7t & -0.0172 0.0017 0.0001 0.0010

Note:
The regression models also control for student characteristics and initial year test scores. Robust (to heteroskedasticity) &ndard errors are estimated.

Exhibit 4.7.4
Estimated Effects of Changes in Test Scores on Likelihood of High SchooGraduation, for Low-Income Students
Math Reading
Coefficient Standard error Coefficient Standard error
Kz 0.1337 0.0033 0.0973 0.0026
KZAgZ -0.0046 0.0031 -0.0022 0.0017

Note:
The regression models also control for student characteristics andinitial year test scores. Robust (to heteroskedasticity) standard errors are estimated.

These regression results for math and reading were -dgosten aver
model, and these averages are enteredin the model. The standard errors for the test score averages were calculated by
running 10,000 case Monte Carlo simulations with the test score specific parametersin Exhibits 47.3and 4.7.4

The Relationship between Gains in Student Test Scores and Labor Marke t Earnings . To evaluate outcomes that
measure gains in student standardized test scores, the model contains a parameter and standard error to measure how a
one standard deviation gain in test scores relates to a percentage increase in labor marketearnings. The standard error
for this input is used in Monte Carlo simulations (see Chapter 6). For these two parameters, we use regression results
from Hall & Farkas (2011).149 They estimate multi-level models of cognitive ability (measured with standardized test
scores) and attitudinal/behavioral traits (sometimes called non-cognitive skills) on log wages with data from the National

148 \We estimate robust standard errors for the linear probability models. We also estimated logistic regression models and inferences

were comparable.

7 Low-income students are defined as ever having been eligible for free or reduced-price meals.

“*The effect of a change in test score is given by d(graduation)/d(
9 Hall, M. & Farkas, G. (2011). Adolescent cognitive skills attitudinal/behavioral traits and career wagesSocial Forces89(4), 1261-1285.



Longitudinal Survey of Youth (NLSY79)We compute weighted averages from their results for males and females, and for
white, black, and Latino populations. We use Monte Carlo simulation to estimate a standard error from their constant and
slope parameters. Their results are useful for the benefit-cost model because the cognitive ability scale they create
measures several areas (word knowledge, paragraph comprehension, math knowledgeand arithmetic reasoning) often
found in the program evaluation literature . The resultsfrom the Hall & Farkas study are in line, though slightly lower, than
those found in other studies .**® We enter the same parameter for all students and for low -income students because to
date, we have not found separate estimates for low-income populations. When additional research is conducted, separate
estimates can be entered for low-income students.

The Relationship between Gains in Years of Secondary Education Completed and Labor Market Earnings . To
evaluate outcomes that measure gains in educational attainment, the model contains a parameter and standard error to
measure how an extra year of education relates to a percentage increase in labommarket earnings. This topic has been
one of long -standing interest among economists, and many reviews of the literature are available. For example,
Psacharopoul os and Patrinos review many studies from many <co
another year of schooling is 10[%)]. "6 Newer estimates employ more rigorous econometric methods to estimate causal
effects and have found that returns are usually slightly higher than previous estimates. Heckman et al. have found that
the estimates vary considerably depending on when the extra year of education occurs. If the extra year leads to high
school graduation, for example, the returns are considerably higher than the single point estimates for extra years of
college education.*®® For this reason, we estimate the gains from graduating high school separately, as described below
In our own review of the research, we found a median 10% increase in labor market earnings per additional year of
education completed (with a standard error of 0.02)'*® The study by Hall and Farkas (2011) that we use for theeffect of
student test scores on labor market earnings, found a 9.5% rate of return for an extra year of educationfi a rate very
similar to the 10% rate we use in our model. We set the same parameter for all students and for low -income students,
becauseour review of the research does not provide separate estimates for low-income populations. If and when
additional research is conducted, separate estimates can be entered for lowincome students.

The Relationship between High School Graduation and Labor Market Earnings. ~ The model contains two types of
parameters, both shown in Exhibit 4.7.5, to measure the labor market earnings effect of graduating from high school. The
two types of parameters model the analytical framework established in a recent paper by Heckman et al*>* One type of
parameter is a high school graduation causal factor, which measures the degree to which the observed difference in
earnings between types of high school graduates and non-high school graduates is causaland the factors are derived
from the Heckman (2015) analysis These values and their standard errors are derived separately by the highest level of
education completed. The second set of estimates measure the sequential probability that high school graduation opens
the possibility of an individual continuing to obtain some additional college education or completes a college degree.
These probabilities were calculated from the share of high school graduates with some college or a 4-year degree or
higher as reported in the American Community Survey 20102014 for Washington State. The estimates represent the
proportion of those in Washington aged 25 and older with some college (no degree or any degree less than a 4-year
degree) and those with a 4-year degree or greater. Unlike our previous estimates, we were unable to separate ontime
high school graduates from those with late completions or GED attainment. We further assume that some high school
certification is necessary to continue on to further levels of education.

%% see Hanushek, E.A. (2009) The economic value of education and cognitive skills. In G. Sykes, B. Schneider, & D. Plank (Bdandbook
of education policy research(pp. 39-56). New York: Routledge.

151 psacharopoulos, G., & Patrinos, H.A. (2004). Returns to investment in education: A further updateEducation Economics, 1), 111-
134.

152 Heckman, J., Lochner, P., & Todd, P. (2008farnings functions and rates of return.Journal of Human Capital, Z1), 1-31.

133 \We estimate this figure by taking the median of the estimates in Angrist, J.D., & Krueger, A.B. (1991). Does compulsory schdo
attendance affect schooling and earnings? Quarterly Journal of Economics, 10@t), 979-1014; Conneely, K., & Uusitalo, R. (1997).
Estimating heterogeneous treatment effects in the Becker schooling mode&Jnpublished discussion paper, Industrial Relations Section,
Princeton, NJ: Princeton University; Hamon, C., & Walker, I. (1995). Estimates of the economic return to schooling for the United
Kingdom. American Economic Review, 85), 12781286; Hausman, J.A., & Taylor, W.E. (1981). Panel data and unobservable individual
effects. Econometrica, 496),1377-1398; Kane, T., & Rouse, C.E. (1998pbor market returns to two- and four-year colleges: Is a credit a
credit and do degrees matterfNBER Working Paper No. 4268). Cambridge, MA: National Bureau of Economic Research; Maluccio, J.
(1997).Endogeneity of ghooling in the wage function. Unpublished manuscript, Department of Economics, Yale University; Staiger, D., &
Stock, J.H. (1997). Instrumental variables regression with weak instrument&£conometrica, 6%3), 557-586. These studies are summarized
in Card, D. (1999). The causal effect of education on earnings. In E. Ashenfelter & D. Card (EdsHandbook of labor economics(pp. 1801-
1863). Atlanta, GA: Elsevier.

1% Heckman et al. (2015). We use ratios of the average treatment effects as reported in table A63 over the differences above drpouts in
logged wages from table A14 to generate our estimates.



Those who continue on to college incur the cost of college education. High school graduation is a pathway to further
education and the associated costs. WSIPP estimates tlese costs per year of education, then multiplies these numbers by
the average number of years that students spend in school to produce the stream of higher education costs for the some
college and college graduate paths. We describe the calculation in detail in Section 4.8b.

4.7c¢ Valuation of Earnings from High School Graduation

Exhibit 4.7.5
Estimates of the Causal Effect of High School Graduation on Earnings
High school Some 4-year
graduate colleqe college
(only) 9 graduate
Percent of high school graduates who go on to each level of education 0.26 0.38 0.36
) ) ) ) Mean 0.50 0.56 0.42
Percent of observed earnings gains caused by high school graduation
0.17 0.13 0.11

The full equation for the value of a high school education is displayed in Equation 4.7.2.
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Foreachyear(yyover the course of a personf6s working career, the exp
school versus not graduating from high school, EarnGainHSGis the product of:

a) the observed earnings of high school graduates in each year, EarnHSG, multiplied by the percent of high
school graduates who do not pursue further education, %HSG multiplied by the high school graduation causation
factor, EarnHSGCF, multiplied by one plus the relevant real earnings escalation rate for high school graduates
(EsdHSQ raised to the number of years after program participation, multiplied by the fringe b enefit rate for high
school graduates (FHSG, multiplied by one plus the relevant fringe benefit escalation rate for all people
(EscHHSQG raised to the number of years after program participation , multiplied by the ratio of state -to-national
earnings for high school graduates (StateAdjHS® plus

b) the observed earnings of people with some college in each year, EarnSomeCg multiplied by the percent of
high school graduates who pursue some college, %SomeCqlmultiplied by the some college graduation causation
factor, SomeCdCF, multiplied by one plus the real earnings escalation rate for those who pursue some college
(EscSomeCbdlraised to the number of years after program participation, multiplied by the fringe benefit rate for
those who pursue some college (FSomeCql, multiplied by one plus the relevant fringe benefit escalation rate for
those who pursue some college (EscFSomeCdlraised to the number of years after program participation ,
multiplied by the ratio of state -to-national earnings for those with some college (StateAdjSomeCqlplus

c) the observed earnings of people with college degrees in each year,EarrdyrDeg, multiplied by the percent of
high school graduates who obtain a 4-year degree, %4yrDeg, multiplied by the 4-year degree causation factor,
EarndyrDegCF, multiplied by one plus the real earnings escalation rate for those who obtain a 4-year degree
(EsctyrDeg) raised to the number of years after program participation, multiplied by the fringe benefit rate for
those who obtain a 4-year degree (F4yrDeg), multiplied by one plus the relevant fringe benefit escalation rate for
those who obtain a 4-year degree (EscHyrDeg) raised to the number of years after program participation ,
multiplied by the ratio of state -to-national earnings for those with 4-year degrees (StateAdjyrDeg); minus



d) the observed earnings of people who do not graduate from high school in each year , EarnNHSG, multiplied by
one plus the real earnings escalation rate of people who do not graduate from high school (EscNHSGraised to
the number of years after program participation, multiplied by the fringe benefit rate of people who do not
graduate from high school (FNHSG, multiplied by one plus the relevant fringe benefit escalation rate of people
who do not graduate from high school (EscFNHSG raised to the number of years after program participation ,
multiplied by the ratio of state -to-national earnings for non-high school graduates (StateAdjNHSG)

e) the product is the multiplied by a factor to apply the Implicit Price Deflator for the base year dollars, IPDy,ge
chosen for the overall benefit-cost analysis relative to the year in which the CPS data are denominated|PDs,
times one plus the parameter for economic gain from human capital externalities, HCEXT. 155

The gain in the present value of lifetime earnings from high school graduation is then estimated with this equation :
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For each year from the age of the program participant to age 65, the difference in earnings between high school graduates

and non-high school graduates is multiplied by the increaseinthe number of hi gh sc latmagell8(@gr aduat
percentage points), Units,s, caused by the program or policy. The calculation of the units variable is described in Chapters

2 and 3. The numerator in the equation is then discounted to the age of the program participant (age with the discount

rate (Dis) chosen for the overall benefit-cost analysis

Part of the benefit of the labor market gains from high school graduation comes from a college education. We estimate the
costs of obtaining that education. These calculations are described in the Section 4.8c, Estimating the costs of higher
education and sources of revenue

4.7d Valuation of Health Care Benefits from High School Graduation

In addition to valuing the labor market impacts caused by earning a high school diploma, we also value the health care

cost differences between graduates and non-graduates.An i ndi vi dual 8s | e v e lheabbhfstatesdandc at i on |
overall spending on healthcare over the course of a lifetime. Persons with higher levels of schooling are less likely to

engage in risky health-related behaviors (smoking, excessive drinking) and more likely to exercise, obtain preventatve

health care (vaccines, mammograms, pap smears), and control chronic health conditions (diabetes, hypertensioh156

These differences, however, vary for individuals at different ages. To estimate healthcare related costs and benefits over

the | ifespan, it is necessary to account for an individual d8s

For this analysis we estimate differential health care costs by age for high school graduates and those without a high
school diploma, after controlling for related factors. The analysis utilizes data from the 2013 Medical Expenditure Panel
Survey (MEPS) which is based on a representative sample of thaon-institutionalized population in the U.S.. A twopart
modelf first examining the probability of having any health care expenditure, then estimating healthcare spending for
those with costsi was developed for adult respondents in the MEPS data. The model ontrolled for demographic factors
(age, sex, race/ethnicity), family characteristics (pregnancy, family size, marital status) and geographic region of residere
(Northeast, Midwest, South, West). Healthcare expenditures included costs related to hospital npatient care, hospital
outpatient care, office-based medical provider services, emergency department services and prescriptions.

Since these cost differentials may differ by type of source of payment, we estimated two models for healthcare costs paid
by private sources (individuals, health insurers) and public payers (Medicaid, Medicare, state programs). Based on thes
adjusted models, we calculate marginal estimates for the effect of high school graduation on healthcare costs at each
single year of age from 18 to 85. Exhibit 4.7.6 shows the results of our analysis; overall, graduates tend to spend more
out-of-pocket and through insurance, but less on publicly-funded health care resources.

'*% During full years when students are in college, we do not apply the externality multiplier to their decreased earnings relative to non -
college attendees. That is, we do not monetize negative human capital externalities.
156 Agency for Healthcare Research and Quality, Healthcare Cost and Utilization Projecthttp://hcupnet.ahrg.gov/ .


http://hcupnet.ahrq.gov/

Exhibit 4. 7.6
Marginal Difference in Medical Costs by EducationLevel (High School Graduates vs. NorGraduates)

Marginal Costs by Source
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4.7e Valuation of Earnings from Increases in K612 Standardized Student Test Scores

For any program under consideration that measures gains in student standardized testscoresdi rect |y (or vi a a
outcome), we use the Current Population Survey (CPS earnings data, described in Section 4.1, and the other parameters
described in Section 4.7a, to estimate the expected gain in life cycle labor market earnings.

First, the present value of lifetime earnings are estimated for all people, measured with the CPSwith the following equation,
where basic CPS earnings are adjusted for longrun real escalation rates and fringe benefit rates and converted into base
year dollars, as described in Section 4.1. For each year y, from the age of a program participant , age, to age 65, the
modified annual CPS earnings ModEarnAll, are multiplied by one plus the real earnings escalation rate, Es@ll, raised to the
number of years after program participat ion, multiplied by the fringe benefit rate , FAIl, multiplied by one plus the fringe
benefit escalation rate, EscFAll raised to the number of years after program participation, multiplied by a factor to apply
the Implicit Price Deflator for the base year dollars, IPDy,ase chosen for the overall benefit-cost analysis relative to the year
in which the CPS data are denominated IPD.,s multiplied by the ratio of state -to-national earnings for all people
(StateAdpll), multiplied by the degree of causation, TSCF, between a one standard deviation gain in student test scores
and the related percentage increase in labor market earnings, times one plus the parameter for economic gain from human
capital externalities, HCEXT.
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The present value gainin earnings is then estimated. For each year from the age of the program participant to age 65, the

modified earnings are multiplied by thei ncrease in the number of test score ounit s
caused by the program or policy. The test score units are measued at age 17. The calculation of the units variable is

described in Chapters 2and 3. The numerator in the equation is then discounted to the age of the program participant

age with the discount rate, Dis, chosen for the overall benefit-cost analysis asgiven by the following equation:
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4.7f  Valuation of Earnings from Increases in the Number of Years of Education Achieved

For any program under consideration that measures gains in the number of years of education achieved directly (or via a
0l inkedé outcome), we use the CPS earnings data and other pa
market earnings.

First, the present value oflifetime earnings are estimated for all people measured with the Current Population Survey with
the following equation, where basic CPS earnings are adjusted for longrun real escalation rates and fringe benefit rates
and converted into base year dollars. For each yeary, from the age of a program participant , age to age 65, the modified
annual CPS earningsModEarnAll, are multiplied by one plus the real earnings escalation rate, Esl, raised to the number
of years after program participation, times th e fringe benefit rate, FAIl, multiplied by one plus the fringe benefit escalation
rate Esd-All raised to the number of years after program participation, times a factor to apply the Implicit Price Deflator for
the base year dollars IPDy.s chosen for the overall benefit-cost analysis relative to the year in which the CPS data are
denominated, IPD,, times the ratio of state-to-national earnings for all people (StateAdpll), times the degree of causation,
YearsOfEdCFbetween one extra year of education related percentage increase in labor market earnings, times one plus
the parameter for economic gain from human capital externalities, HCEXT
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The present value gainin earnings is then estimated. For each year from the age of the program participant to age 65, the
modified earnings are multiplied by thei ncr ease i n the number drfstayderddewationd) educat i c
caused by the program or policy. The calculation of the units variable is described in Chapters 2and 3. The numerator in
the equation is then discounted to the age of the progr am participant, age with the discount rate, Dis, chosen for the
overall benefit-cost analysis
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4.7g Valuation of Changes in the Use of K812 Special Education and Grade Retention

The model can also catulate the value of two other K812 educational outcomes: years of special education and grade
retention. The present value cost of a year of special education is estimated by disounting the cost of a year in special
education, SpecEdCostYeafor the estimated average number of years that special education is used, conditional on
entering special education, specedyearsThese years are assumed to be consecutiveThe present valueis to the age when
special education is assumed to first be used,start This sum is further present valued to the age of the youth in a
program, progage and the cost is expressed in the dollars used for the overall cost benefit analysis,|PDbase relative to
the year in which the special education costs per year are denominated,|IPDspecedcostyear

specedyeslg o cEdCogear

(4.7.8) PVspeceg, =

y=1 @1+ Dig)Y
PVspeced,,3 IPDsse
PDspeceotosyear

(4'7'9) vapecegrogage: (1+ Dis)start- progage



The present value cost of an extra year of K112 education is estimated for tho se retained for an extra year.This is
modeled by assuming that the cost of the extra year of K812 education, EdCostYearafter adjusting the dollars to be
denominated in the base year dollars used in the overall analysis, would be borne when the youth is approximately 18
years old. Since there is a chance that the youthdoes not finish high school and, therefore, that the cost of this year is
never incurred, this present valued sum is multiplied by the probability of high school completion, Hsgradprob

S IPD,
gEdCostYearﬁg
_é edcosyear (i,
(4.7.10) PVgradergfogage € (L= Digi® rovase o’ Hsgradpro
u
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4.7h Adjustment Factors for Decaying Test Score Effect Sizes to Age 17

Many effective education programs increase the standardized test scores of program participants. The magnitude of
these early gains, however, does notalwaysremain constant over time; researchers have found that test score gains from

program participation offenget smal |l er (the test scores decay or®ofade outé

Most of the evaluations of educational interventions we examine in our meta-analyses measure test score peformance in
elementary school. However, the relationships in the economic literature between test scores and labor market earnings
are based on test scores measured late in high school Therefore, for use in the benefit-cost model, it is necessaryto
adjust earlier measurements of test scores appropriately in order to more accurately model the economic benefits
resulting from improvements in standardized test scores measured in program evaluations. When we include test score
effect sizes from evaluations of programs which measure scoresin their pre-high school years, we apply a multiplicative
adjustment to account for the average fadeout observed in research.

To estimate the magnitude of this fadeout for test scores measured at different points in time, we focus on research that

follows children who attended state, district, home school, or model pre-kindergarten education program s and measured

those childrenfds scores on st an ha folbw-upeeriods ferdestscore megasuediimme per i o
the 59 studies we analyzed varied widely.We conducted meta-analyses of effect sizes from these 59 studies covering four

periods of time after the early childhood intervention: immediatel y after preschool, kindergartené&Znd grade, 385" grade,

and 689" grade (Exhibit 4.7.7). We included both IQ tests and standardized academic tests from specific program

evaluations and national surveys.

7 For example, a metaanalysis by Leak et al. (2010) found that early test score gains decreased by at least 54% five or more years after

the post-test; another meta-analysis by Camilli et al. (2010)estimated that early test score gains fade out by more than 50% by age ten;
and Goodman & Sianesi (2005) examined fadeout for a single evaluation and found that early test score gains decreased by 30 to 50%
per follow -up period. Leak, J., Duncan, G., LW., Magnuson, K., Schindler, H., & Yoshikawa H. (2010} timing everything? How early
childhood education program impacts vary by starting age, program duration, and time since the end of the progranPaper prepared for
presentation at the meeting of the Association for Policy Analysis and Management, Boston, MA; Camilli, G., Vargas, S., Ryan, S., &
Barnett W.S. (2010). Metaanalysis of the effects of early education interventions on cognitive and social development. Teachers College
Record, 1123), 579620; and Goodman, A. & Sianesi, B. (2005). Early education and children's outcomes: How long do the impacts last?
Fiscal Studies, 2@1), 513 548.



Exhibit 4.7.7
Meta-Analytic Results at Four Time Periods

Average time

. Number of effect since the Average effect
Time of measurement . o . Standard error
sizes beginning of size
preschool (years)
Immediately after preschool 37 1 0.309 0.030
Kindergartend2™ grade 38 2.9 0.152 0.019
385" grade 29 5.7 0.097 0.014
639" grade 12 9.4 0.085 0.033

As seen inExhibit 4.7.7, the average effect size measured immediately after preschool reduces significantly over time. The
meta-analytic results suggest a nonlinear relationship between the effect size and the time since the intervention. We
tested the following models to fit a trend line t o the data: quadratic, cubic, logarithmic, and power. A power curve
provided the best combination fit (R 2:0.98) and a believable pattern of decay (Exhibit 4.7.8). Thedecrease in effect size by
3a5™ grade was similar to that found by Camilli et al., (2010). We used the power curve model to estimate the effect
sizes through 12" grade. We also modeled the relationship between the effect size and the time since the intervention
using meta-regression. However, various model specifications led to notably different intercepts, thus we opted to use

the simpler meta-analytic results to model fadeout. We projected these findings out to 12" grade for use in the benefit-
cost model. Exhibit 4.7.9 displays the adjustment factors we use in the benefit-cost model.

Exhibit 4.7.8
Estimation of Test Score Fadeout:
Meta-Analytic Results and Power Curve Model
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Exhibit 4.7.9
Fadeout Multipliers for Test Scores:
Estimates of Effect Size Decay Based on Longitudinal Evaluations of Early ChildhooBducation

Age at Fadeout: . . Fadeout multiplier:
v Grade level Later test score effect SI.Z(-Z‘ Multlply the effect size py the % below
as a % of pre-K effect size to estimate end -of -high school effect
4 Pre-K 100% 21%
5 K 66% 31%
6 1 52% 40%
7 2 44% 47%
8 3 38% 54%
9 4 34% 60%
10 5 31% 66%
11 6 29% 72%
12 7 27% 7%
13 8 250 8206
14 9 24% 87%
15 10 23% 91%
16 11 22% 96%
17 12 21% 100%
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4.8 Valuation of Higher Education Outcomes

WS P P 0§ s -cdstamodeffestimates the value of achieving certain levels of higher education through a human capital
approach described in Section 4.1. The benefits of higher education programs come from increasing the probability that
students obtain an education level with a higher predicted lifetime earnings trajectory than that of a high schoo |
graduate. The model moderates these gains with the financial costs (tuition, books etc.) and opportunity costs (forgone
earnings) of college attendance. We monetize the net benefit of higher education programs by first estimating a baseline
distributon of st udents in Washington with someacdl degeeatt andmanBa
year) degree’®® We then predict the change in the baseline distribution of students as a result of program participation.
We monetize program impacts on one or more of the following: 2 -year enrollment, 4-year enroliment, 2-year degree
attainment, and 4-year degree attainment. Because these outcomes are not independent, the WSIPP modetakes a
comprehensive look at the relative distributions of higher e ducation. The process is described inSection 4.8a. Section
4.8b describes how the differences in earnings gains due to the distributions are calculated, and Section 4 8c covers the
calculations used to produce the costs of higher education.

4.8a Determining the C hange in the Distribution of Education al Attainment Levels

To value higher education we examine the lifetime earnings of people with different levels of education. The baseline
distribution represents the probability a high school graduat e in Washington will attain a given level of education.
Changes in enrollment and graduation rates change the probabilities that students achieve higher levels of education. We
monetize the differences between the baseline distribution of probabilities and the estimated distribution after applying
an expected effect size from a program or intervention .

Estimating the B aseline Distribution of Education al Attainment Levels. WS | P P 8 s -cdstemodgelfinclides several
parameters to model the likelihood that a student enrollsin and completes a degree at a 2- or 4-year institution. Exhibit
4.8.1displays the inputs; individual inputs and their data sources are described below. The diagram in Exhibit 4.8.2
illustrates the predicted pathways of students in achieving various levels of educational attainment and the resulting
baseline distribution of educational attainment levels for students in Washington .

138 We define some college attainment as enrollment in either a 2-year or 4-year institution without obtaining a ny degree.



Exhibit 4 .8.1
Distribution of H igher Education Achievement

2-year college 4-year college

High school graduate population

% Enroll 29.3% 31.7%
Of those who enroll, % graduate 29.4% 68.8%
2-year college enrollee population
% Graduate from 2-year institution 29.4%
% Transfer to 4year institution 18.7%
.?s tt:s;;anwho transfer, graduate from 4-year 56.0%

4-year college enrollee population

% Graduate from 4-year institution 68.8%

We use data from the State of Washington Education Research & Data Center (ERDC) to estimate the baselinpercent of

high school graduates enrolling in a 2-year program, enrolling in a 4-year program, or not enrolling in higher education.

Calcul ations are based on the 2014 enroll ment percentages in
college enrollment in the 12 months following high school graduation. **°

We next estimate the proportion graduating given enrollment to arrive at the total proportion of high school graduates

who obtain a degree. The conditional probability of earning a BA within six years given enrollment in a 4-year institution

is from Washingtonds Of f {®dHs noniber Feflectsatine gradadtion Mate fioa students enrolling

in a public Washington university directly from high school in the 2010 -11 academic year.The proportion of 2 -year

enroll ees that graduate with an Associateds degree in three
Education Data System (IPEDS) as reported by the Washington State Board for Community and Technical Colleges

(SBCTC}.61 We also consider the proportion of students enrolled in a 2 -year college transferring to a 4-year college. The

probability of transfer also comes from IPEDS data reported by the Washington SBCTC™ We then use data from the

National Student Clearinghouse Research Center to determine the proportion of transfer students that graduate with a

Bachel or 8% degree.

Exhibit48.2i | | ustrates a typical Washington high school graduateds
distribution. The first panel of the tree illustrates the percent of high school graduates we estimate enroll in 2-year or 4-

year colleges. The second panel of the tree shows the proportion of students that graduate and/or transfer, conditional

on their initial enroliment decision. The fi nal panel of the tree represents the final baseline distribution of high school

graduates who we estimate obtain some college attainment (2-and4-y ear ) , an 2#4eagdegréegotae 0 s (

B a ¢ h e U-genrddegreé approximately six years after graduating high school.

159 \We use 2014 as it is the most current enrollment data at the time of the calculation; http://www.erdcdata.wa.gov/hsfb.aspx.

180 http://www.ofm.wa.gov/hied/dashboard/progress.html .

'®1 Washington State Board of Community and Technical Colleges (2011). Accelerate and complete. Retrieved from
https://www.sbctc.edu/resources/documents/about/facts -pubs/completions.pdf .

%2 |bid.

183 Shapiro, D., Dundar, A., Ziskin, M., Chiang, Y., Chen, J., Harrell, A., & Torres, V. (2013). Baccalaureate attainment; Ametiview of the
postsecondary outcomes of students who transfer from two -year to four-year institutions. National Student Clearinghouse Research
Center.
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