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Chapter 1: Overview of the Benefit-Cost Approach and Model  
 

 

This Benefit-Cost Technical Documentation describes the latest version of the Washington State Institute for Public Policy 

(WSIPP) benefit-cost model. The model is designed to produce, for the Washington State Legislature, internally consistent 

estimates of the benefits and costs of various public policies. WSIPP built its first benefit-cost model in 1997 to  determine 

whether juvenile justice programs that have been shown to reduce crime can also pass an economic test. In subsequent 

years, as WSIPP received new research assignments from the Washington State Legislature, the benefit-cost model was 

revised and expanded to cover additional public policy topics. As of this writing , the legislature or the WSIPP Board of 

Directors has asked WSIPP to use the benefit-cost model to  identify  effective public in the following public policy areas : 

 

The model described in this Technical Documentation  reflects our current approach to computing benefits and costs for this 

wide array of topics. We update and revise our estimates and methods from time to time . In particular, as we use this model 

in the policy and budgetary process in Washington State, we frequently adapt our approach to better fit the needs of 

policymakers. This document reflects the current state of the model (as of the publication date  on the title page ).  

 

This report does not contain our current benefit -cost estimates for these topics; rather, it describes the procedures we use 

to compute the results. A complete òclickableó list of our current benefit -cost estimates can be found on the WSIPP 

website. 

 

The overall objective of WSIPPõs model is to produce a òWhat Works?ó list of evidence-based public policy options available 

to the Washington State Legislature, ranked by return on investment. The ranked list can help policymakers choose a 

portfolio of pu blic policies that are evidence-based and have a high likelihood of produ cing more benefits than costs. For 

example, policymakers in the state of Washington can use WSIPPõs results to identify a portfolio of evidence-based policies 

(prevention, juvenile justice, adult corrections, and sentencing policies) that together can impr ove the chance that crime is 

reduced in Washington and taxpayer money is used efficiently.  

 

For each evidence-based option we analyze, our goal is to deliver to the legislature two straightforward benefit-cost 

measures: an expected return on investment and, given the risk and uncertainty that we anticipate in our estimates, the 

chance that the investment will at least break even (that is, it will have benefits at least as great as costs). To do this, we 

carry out three basic analytical steps.  

1) What works? What doesnõt? We begin by conducting systematic reviews of the research literature to identify 

policies and programs that demonstrate an ability to improve specific outcomes. The goal is to assemble all of the 

best research from around the U.S. (and beyond) that can help inform policymaking in Washington. In Chapters 2 

and 3, we describe the methods we use to identify, screen, and code research studies, as well as the meta-analytic 

approach we use to estimate the expected effectiveness of policy options and to compute òmonetizableó units of 

change.  

  

¶ Criminal and juvenile justice 

¶ Kð12 and early education 

¶ Child welfare  

¶ Substance abuse  

¶ Mental health 

¶ Public health 

¶ Public assistance 

¶ Employment and workforce development  

¶ Health care 

¶ General prevention 

¶ Higher education 

http://www.wsipp.wa.gov/BenefitCost?topicId=2
http://www.wsipp.wa.gov/BenefitCost?topicId=2


2)  

3) What is the return on investment ? The second step involves applying economic calculations to put a monetary 

value on any changed outcome (from the first step). Once monetized, the estimated benefits are then compared 

to the costs of program s or policies to produce an economic bottom line for  the investment. Chapters 4 and 5 

describe the processes we use to monetize the outcomes. Chapter 6 describes our procedures for estimating 

program costs. 

4) How risky are the estimates?  Part of the process of estimating a return on investment involves assessing the 

riskiness of the estimates. Any rigorous modeling process involves many individual estimates and assumptions. 

Almost every modeling step involves at least some level of risk and uncertainty. Chapter 7 describes the òMonte 

Carloó approach we use to model this risk. The objective of the risk analysis is to assess the chance that a return 

on investment estimate (from the second step) will at least break even. For example, if we conclude that, on 

average, an investment in program XYZ has a ratio of $3 of benefits for each $1 of cost, the risk question is: given 

the riskiness in this estimate, what is the chance that the program will  at least break even by generating one dollar 

of benefits for each dollar of cost?  

The benefit-cost model also allows the user to combine individual policy options into a portfolio. Much like the concept of 

an investment portfolio  in the private sector, this tool allows the user to pick and choose different policy options and 

project the combined impact of those options on statewide costs, benefits, and outcomes. The WSIPP portfolio tool is the 

newest aspect of the overall model and is described in Chapter 8.  

 

1.1 Structure  of the Model  

 

WSIPPõs benefit-cost model is an integrated set of computational routines designed to produce  three related benefit -cost 

summary statistics for each policy option we analyze: a net present value, a benefit-to-cost ratio, and a measure of risk 

associated with these bottom-line estimates. Each of the summary measures derives from the same set of estimated cash 

or resource flows over time.  

 

In simplest form, the model implements a standard economic calculation of the expected worth of an investment by 

computing the net present value of a stream of estimated benefits and costs that occur over tim e, as described with 

Equation 1.1.1. 

ρȢρȢρ   .06
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In this basic model, the net present value, NPV, of a program is the quantity of the outcomes achieved by the program or 

policy, Q, in year y, multiplied by  the price per unit of the outcome , P, in year y, minus the cost of producing the outcome , 

C, in year y. The lifecycle of each of these values is measured from the average age of the person who is treated, tage, and 

runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present 

value terms after applying a discount rate, Dis.  

 

The first term in the numerator of Equation 1.1.1, Qy, is the estimated number of outcome òunitsó in year y produced by 

the program or policy.  The procedures we use to develop estimates of Qy are described in Chapters 2 and 3. In Chapter 4 

we describe the various methods we use to estimate the price term, Py, in Equation 1.1.1. In Chapter 6 we describe our 

procedures for computing program costs, Cy. In Chapter 7, we describe the Monte Carlo simulation procedures we 

employ to estimate the risk and uncertainty in the single -point net present value estimates. 

 

Rearranging terms in Equation 1.1.1, a benefit-to-cost ratio, B/C, can be computed with: 
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1.2 General Characteristics of  WSIPPõs Approach to Benefit -Cost Modeling  

 

Several features are central to WSIPPõs benefit-cost modeling approach . 

 

Internally  Consistent  Estimates . Because WSIPPõs model is used to evaluate the benefits and costs of a wide range of 

public policies that affect many different outcomes, a key modeling  goal is internal consistency. Any complex investment 

analysis, whether geared toward private sector or public sector investments, involves many estimates and uncertainties. 

Across all the outcomes and programs considered, we attempt to be as internally consistent as possible. That is, within 

each topic area, our bottom -line estimates are developed so that a net present value for one program can be compared 

directly to that of another program.  This is in contrast to the way most individual benefit-cost analyses are done, where 

one researcher conducts an economic analysis for one program and then another researcher performs an entirely 

different benefit -cost analysis for another program. By adopting one internally consistent modeling approach, our goal is 

to enable apples-to-apples, rather than apples-to-oranges, benefit-cost comparisons.  

 

Meta-Analysis. The first step in our benefit-cost modeling strategy produces estimates of policies and programs that have 

been shown to improve particular outcomes. That is, before we undertake any economic analysis of benefits and costs, we 

first want to determine òwhat works?ó to improve outcomes. To do this, we carefully analyze all high-quality studies from 

the U.S. (and beyond) to identify well -researched programs or policies that achieve desired outcomes (as well as those that 

do not). We look for research studies with strong, credible evaluation designs, and we ignore studies with weak research 

methods. Our empirical approach follows a meta-analytic framework to assess systematically all relevant evaluations we can 

locate on a given topic. By including all of the studies in a meta-analysis, we are, in effect, making a statement about the 

average effectiveness of a particular topic given the weight of the most cre dible research studies. For example, in deciding 

whether the juvenile justice program òFunctional Family Therapyó works to reduce crime, we do not rely on just one 

evaluation of the program. Rather, we compute a meta-analytic average effect from all of the credible studies we are able 

to find on Functional Family Therapy.  

 

òLinkedó Outcomes. In addition to examining the impacts of a program on directly measured outcome s, we estimate the 

benefits of linked or indirectly measured outcomes. For example, a program evaluation may measure the direct short-

term effect of a child welfare program on child abuse outcomes but not the longer-term outcomes such as high school 

graduation. Other substantial bodies of research, however, have measured cause-and-effect relationships between being 

abused as a child and its effect on the odds of high school graduation. Using the same meta-analytic approach we 

describe in Chapter 2, we take advantage of this research and empirically estimate the causal òlinksó between two 

outcomes. We then use these findings to project the degree to which a program is likely to have longer -term effects 

beyond tho se measured directly in program evaluations. The monetization of linked outcomes becomes especially 

important in conducting benefit -cost analysis when, typically, not all of the impacts of a program are directly measured in 

the program evaluation studies themselves. We describe how we determine these linkages in Chapter 2, and we list our 

current estimates for the linkages in this reportõs Appendix. 

 

Avoiding Double Counting Benefits . We have found that many evaluations of programs and policies measure multiple 

outcomes. It is desirable, of course, to calculate benefits across multiple outcomes to draw a comprehensive conclusion 

about the total benefits of a program or policy. To do this, however, runs the risk of double counting outcome measures 

that really are gauges of the same underlying effect. For example, high school graduation and standardized test scores 

are two outcomes that may both be mea sured by a typical program evaluation. These two outcomes, however, are likely 

to be, at least in part, measures of the same development in a personõs human capital. As we describe, we have methods 

to monetize both outcomes individually and both lead to increased earnings in the labor market. To avoid double 

counting the benefits of these types of outcomes, w e have developed òtrumpingó procedures, described in Chapter 5. 

 

Measuring Risk. Any tabulation of benefits and costs necessarily involves risk and some degree of speculation about 

future performance. This is expected in any investment analysis. Therefore, it is important to understand how conclusions 

might change when assumptions are altered and variances considered. To assess risk, we perform a Monte Carlo 

simulation technique where we vary the key factors in our calculations. The purpose of the risk analysis is to determine 

the chance that a particular approach will at least break-even. This type of risk analysis is used by many businesses in 

investment decision making and we employ the same tools to test the riskiness of public sector options. We describe the 

Monte Carlo approach in Chapter 7. 

 



Four Perspectives on Benefits and Costs . We categorize estimates of benefits and costs into  four distinct perspectives: 

1) the benefits and costs that accrue solely to program participants, 2) those received by taxpayers, 3) those received by 

others, and 4) those that are more indirect.  

 

We created the categories of òOthersó and òIndirectó to report  results that do not fit neatly in the òparticipantó or 

òtaxpayeró perspectives. In the òOthersó category we include the benefits of reductions in crime victimization, the 

economic spillover benefits of improvement in human capital outcomes , and payments by private (including employer 

based) insurers. In the òIndirectó category we include estimates of the net changes in the value of a statistical life and net 

changes in the deadweight costs of taxation. 

 

The sum of these four perspectives provides a òtotal Washingtonó view on whether a program produces benefits that 

exceed costs. For certain fiscal analyses and state budget preparation, the results of the model can be restricted to focus 

solely on the taxpayer perspective. 

 

For example, for a juvenile justice program that reduces crime and improves the probability of high school graduation, we 

record the improved labor market benefits from the increased probability of high school graduation as a participant 

benefit and the reduced crimina l justice system costs from the crime reduction as a taxpayer benefit. In the òOthersó 

category, we include the benefits to crime victims of the reduced crime, along with the economic spillover effects of the 

high school graduation  that accrue to others in society. In the òIndirectó category, we account for the net deadweight 

costs of taxation (from the costs of the program , as well as the deadweight savings from reduced taxes for future crime 

avoided).  

 

The Modelõs Expandability. Evidence-based knowledge is continually expanding. More is known today than ten years 

ago on the relative effectiveness of programs and still more will be known in the future. We built this benefit -cost model 

so that it can be expanded to incorporate t his evolving state of evidence. Similar to an investment analystõs model used 

to update quarterly earnings -per-share estimates of private investments, this model is designed to be updated regularly 

as new and better information becomes available. This flexible design feature allows us to update  estimates of the 

economic bottom lines for public programs. In addition, the model is designed in a modular fashion so that new topic 

areas (other than those listed in the introduction ) can be added to the analysis and modeled in a manner consistent with 

the topics already analyzed.  

 

1.3 Peer Review of the WSIPP Benefit -Cost Model  

 

WSIPP has had external reviewers examine our work and provide feedback on our methods. In addition, we have had 

invitations in recent years to publish our work in several peer-reviewed journals.
1
  

 

With assistance from the Pew Charitable Trusts (Pew) and the MacArthur Foundation, WSIPPõs benefit-cost model is being 

implemented in 25 other states as part of the Pew-MacArthur Results First Initiative.
2
 As part of our work with these 

organizations, the benefit-cost model has been reviewed three times in the past six years by an independent  team 

assembled by Pew. Most recently, the benefit -cost model was reviewed in 2014 by: 

 

                                                 
1
 See: Drake, E. (2012). Reducing crime and criminal justice costs: Washington Stateõs evolving research approach. Justice Research and 

Policy, 14(1), 97-116; Drake, E., Aos, S., & Miller. M. (2009). Evidence-based public policy options to reduce crime and criminal justice 

costs: Implications in Washington State. Victims & Offenders: An International Journal of Evidence-based Research, Policy, and Practice, 

4(2), 170-196; and Lee, S., Drake, E., Pennucci, A., Bjornstad, G., & Edovald. T. (2012). Economic evaluation of early childhood education in 

a policy context. Journal of Children's Services, 7(1), 53-63.  
2
 See: http://www.pewstates.org/projects/pew -macarthur-results-first-initiative-328069.  

¶ D. Max Crowley: NIH Research Fellow, Center for Child & Family Policy, Duke University 

¶ Lynn Karoly: Senior Economist and Director, Office of Research Quality Assurance, RAND Corporation 

¶ David Weimer: Professor of Public Affairs and Political Science, Robert M. La Follette School of Public 

Affairs, University of Wisconsin-Madison 

¶ Paula Worthington: Senior Lecturer, Harris School of Public Policy, University of Chicago 

http://www.pewstates.org/projects/pew-macarthur-results-first-initiative-328069


The benefit-cost model was also reviewed in 2012 by Kirk Jonas (Director, Office of Research Compliance and Integrity, 

University of Richmond, Virginia), Steven Raphael (Professor of Public Policy, Goldman School of Public Policy, University 

of California-Berkeley), Lynn Karoly, and David Weimer, and in 2010 by David Weimer, Lynn Karoly, and additionally, Mike 

Wilson (Economist, Oregon Criminal Justice Commission).  

 

Annually between 2011 and 2015, Pew hosted meetings with the states involved in the Pew-MacArthur Results First 

Initiative. Approximate ly 50-100 participants attended each of the annual meetings. During this time, WSIPP received 

questions, comments, and criticisms on our technical and non-technical aspects of our methods, software, and policy 

scenarios. These observations have been helpful to us as we update the model. 

 

Lastly, Pew has technical assistance consultants responsible for learning the benefit -cost model in order to assist the 

states in implementing the model. The technical assistance consultants have been using the benefit-cost model since 

2010, and continually provide feedback on our approach. 

 

Building a far-reaching benefit-cost model requires many modeling decisions. Our choices are not necessarily the ones 

that all of the reviewers would have made. Thus, while we have benefited from all of the comments , we remain solely 

responsible for our modeling choices.  

  



Chapter 2: Procedures to Estimate Effect Sizes and Standard Errors 

 
 

As outlined in Chapter 1, the WSIPP model is an integrated set of computational routines designed to produce internally 

consistent benefit-cost estimates for a variety of public policies and programs. The model implements a standard 

economic calculation of the expected worth of an investment  by computing the net present value of a stream of 

estimated benefits and costs that occur over time, as described with Equation 2.0.1. 
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In this basic model, the net present value, NPV, of a program is the quantity of the outcomes achieved by the program or 

policy, Q, in year y, multiplied by  the price per unit of the outcome, P, in year y, minus the cost of producing the outcome, 

C, in year y. The lifecycle of each of these values is measured from the average age of the person who is treated, tage, and 

runs over the number of years into the future over which they are evaluated, N. The future values are expressed in present 

value terms after applying a discount rate, Dis.  

 

The first term in the numerator of Equation 2.0.1, Qy, is the estimated number of outcome òunitsó in year y produced by 

the program or policy.  The Qy, term in Equation 2.0.1 is, in turn, a function of two factors  in the WSIPP model: an òeffect 

sizeó (ES) and a òBaseó variable as given by Equation 2.0.2.  

 
ςȢπȢς   ὗ ὪὉὛȟὄὥίὩ 

 

The WSIPP model is designed to accommodate outcomes that are measured either with continuous scales (e.g. 

standardized student test scores) or as dichotomies (e.g. high school graduation).  

 

For continuously measured outcomes, as given by Equation 2.0.3 and described later in this Chapter and in Chapter 3, Qy 

is calculated with a Cohenõs d effect size and a Base variable, which is measured as a standard deviation of the outcome 

measurement.  

 
ςȢπȢσ  ὗ ὄὥίὩ ὉὛ 

 

For dichotomously measured outcomes, Qy is calculated with a D-cox effect size and a Base variable, which is measured as 

a percentage. Our precise procedures to calculate Qy for dichotomies are discussed in Chapter 3, but the essential 

procedure follows Equation 2.0.4.
3
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Two exceptions to this equation for estimating  Qy for continuously measured outcomes are when: 1) an effect size is 

measured via percent change or òsemi-elasticityó in an outcome (currently, WSIPP uses this method  for direct labor 

market earnings measured by workforce development programs and health care costs and frequency of visits measured 

by evaluations of certain health care programs), 2) an effect size is measured via an elasticity, currently used for certain 

measures of crime and certain measures of health care costs. For these conditions, we use Equation 2.0.5 below. 

 
(2.0.5) ὗ  ὉὛ 

 

 

This Chapter describes the process we use to estimate the effect size term, ES, in Equations 2.0.3 and E. Chapter 3 

discusses how Qy is then estimated from the effect sizes and dichotomous or continuous base variables. In Chapter 4 we 

                                                 
3
 The D-cox transformation that we employ, as well as other possible transformations of dichotomous data to appr oximate a 

standardized mean difference effect size, produces results that are known to introduce distortions when base percentages are either very 

large or very small. The D-cox has been shown to introduce fewer distortions than other procedures, but the D -cox remains problematic 

when base rates are very low or high. See: Sánchez-Meca, J., Marín-Martínez, F., & Chacón-Moscoso S. (2003). Effect-size indices for 

dichotomized outcomes in meta -analysis. Psychological Methods, 8(4), 448-467. In Chapter 3 we describe our current procedures 

designed to reduce these distortions.  



describe the various methods we use to estimate the price term, Py, in equation 2.0.1. In Chapter 6 we describe our 

procedures for computing program costs, Cy, in Equation 2.0.1. 

 

2.1 Effect Sizes from Two Bodies of Research: Program Evaluations and Studies Measuring Linkage s 

Between Outcomes  
 

To estimate the effect of a program or policy on outcome s of interest, WSIPPõs approach draws on two bodies of 

research. First, we compute effect sizes from program evaluation research; this type of research measures whether a 

program or policy has a causal effect on outcomes of interest. Second, to supplement and extend the program evaluation 

research, we use other bodies of evidence that examine causal òlinkagesó between two different outcomes. The overall 

goal is to combine the best current information from these two bodies of research to derive long-run benefit-cost 

estimates for program and policy choices.  

 

The logic of using òlinkageó studies to support program evaluation findings follows the path illustrated in this expression:  

 
    ὭὪ ὖὶέὫὶὥά O  ὕόὸὧέάὩȟ ὥὲὨ ὭὪ ὕόὸὧέάὩ O  ὕόὸὧέάὩȟ     ὸὬὩὲ ὖὶέὫὶὥάᴼ ὕόὸὧέάὩ 

 

That is, if a meta-analysis of program evaluationsñthe first body of researchñestablishes a causal effect of a program 

(Program) on one outcome  (Outcome1), and another body of linkage research measures a causal temporal relationship 

between that outcome  (Outcome1) and another outcome  (Outcome2) of interest, then it logically follows  that the program 

is likely to have an effect on the second outcome, in addition to  having an effect on the directly measured first outcome .  

 

These relationships are important for benefit -cost analysis because, unfortunately, many program evaluations do not 

measure all of the longer-term outcomes of interest. For example, we have meta-analyzed all credible program 

evaluations of a juvenile justice program called Functional Family Therapy (FFT) and found that the program reduces 

juvenile crimeñthe first step in the expression above. Crime is an important outcome and it is measured in the program 

evaluations of FFT. We label this a òdirectlyó measured outcome since it was estimated in the program evaluations 

themselves.  

 

Unfortunately, the outcome evaluations of FFT did not measure whether the program affects high school graduation 

ratesña second outcome of keen interest to the Washington State Legislature. There are, however, other substantial 

bodies of longitudinal research that indicate how changes in one outcome causally lead to changes in a second outcome. 

For example, we have separately meta-analyzed credible longitudinal research studies that identify a causal relationship 

between juvenile crime and high school graduationñthe second step in the expression above. We label this relationship 

a òlinkedó outcome since it was not estimated in the FFT evaluations themselves, but can be reasonably inferred by 

applying the results of other credible longitudinal research. We list our current estimates for the linkages in this reportõs 

Appendix. 

 

Therefore, we compute effect sizes and standard errors, with the procedures described below, for both direct and linked 

outcomes and we use them in our benefit -cost analysis.  

  



2.2 Meta -Analytic Procedures : Study Selection and Coding Criteria  

To estimate the effects of programs and policies on outcomes, we employ statistical procedures researchers have developed 

to facilitate systematic reviews of evaluation evidence. This set of procedures is called òmeta-analysis.ó
4
 A meta-analysisñ

sometimes referred to as a òstudy of studiesóñproduces a weight-of-the-evidence summary of a collection of individual 

program evaluations (or studies of the longitudinal relationships between outcomes ) on a given topic. The general idea is to 

1) define a topic of interest (e.g. do drug courts lower crime ; does child abuse and neglect reduce the probability of high 

school graduation?), 2) gather all of the credible evaluations that have been done on the topic  from around the U.S. and 

beyond, and 3) use meta-analysis to draw an overall conclusion about the average effectiveness of a program to achieve a 

specific outcome or the relationship between one outcome and another .  

 

A meta-analysis is only as good as the selection and coding criteria used to conduct the study.
5
 Following are the key choices 

we implement. 

 

Study Selection . We use four primary means to locate studies for meta-analysis of programs: 1) we consult the bibliographies 

of systematic and narrative reviews of the research literature in the various topic areas; 2) we examine citations in the individual 

studies we locate; 3) we conduct independent literature searches of research databases using search engines such as Google, 

Proquest, Ebsco, ERIC, PubMed, and SAGE; and 4) we contact authors of primary research to learn about ongoing o r 

unpublished evaluation work. As we will describe, the most important criteria for inclusion in our study is that an evaluation 

must either have a control or comparison group or use advanced statistical methods to control for unobserved variables or 

reverse causality. If a study appears to meet these criteria, we then secure a copy of the study for our review.  

 

Peer-Reviewed and Other Studies . We examine all evaluation studies we can locate with these search procedures. Many 

of these studies are published in peer-reviewed academic journals while others are from reports obtained from 

government agencies or independent evaluation contractors . It is important to include non -peer reviewed studies because 

it has been suggested that peer-reviewed publications may be biased to show positive program effects. Non-peer reviewed 

studies also represent a significant portion of the available evidence in many policy areas. Therefore, our meta-analysis 

includes all available studies we can locate that meet our criteria, regardless of published source. 

 

Intent -to -Treat Samples . We do not include a study in our meta -analytic review if the treatment group is made up solely 

of program completers. We adopted this rule because there are too many significant unobserved self-selection factors that 

distinguish a program completer from a program dropout, and these unobserved factors are likely to significantly bia s 

estimated treatment effects. Some evaluation studies of program completers, however, also contain information on 

program dropouts in a ddition to a comparison group. In these situations, we include the study if sufficient information is 

provided to allow us t o reconstruct an intent -to-treat group that include s both completers and non -completers, or if the 

demonstrated rate of program non -completion is very small. In these cases, the study still needs to meet our other inclusion 

requirements.  

 

Random Assignment and Quasi -Experiments . Random assignment studies are preferred for inclusion in our review, but we 

also include studies with non-randomly assigned comparison groups. We only include quasi-experimental studies if sufficient 

information i s provided to demonstrate comparability between the treatment and comparison groups on important pre -

existing conditions such as age, gender, and pre-treatment characteristics such as test scores or level of functioning. 

 

Enough Information to Calculate an Effect Size. Since we follow the statistical procedures in Lipsey and Wilson, a study 

must provide the necessary information to calculate an effect size, as described below.
6
 If the necessary information is not 

provided, and we are unable to obtain the necessary information directly from the study õs author(s), the study is not 

included in our review.  

 

                                                 
4
 In general, we follow the meta-analytic methods described in: Lipsey, M.W., & Wilson, D. (2001). Practical meta-analysis. Thousand 

Oaks, CA: Sage Publications.  
5
 All studies used in the meta-analyses for individual programs and policies are identified in the detailed results documented in WSIPP 

programs, which can be found on the WSIPP website: http://www.wsipp.wa.gov . Many other studies were reviewed, but did not meet the 

criteria set for this analysis. 
6
 Lipsey & Wilson (2001). 

http://www.wsipp.wa.gov/


Multivariate Results Preferred . Some studies present two types of analyses: raw outcomes that are not adjusted for 

covariates such as age, gender, or pre-intervention characteristics and those that are adjusted with multivariate statistical 

methods. In these situations, we code the multivariate estimates focusing on the authorõs preferred specification. 

 

Averaging Effect Sizes for Similar Outcomes  so Each Study Contributes One Outcome . Some studies report similar 

outcomes: e.g., reading and math test scores from different standardized assessments. In such cases, we average the 

similar measures and use the combined effect size in the meta-analysis for that program. As a result, each study sample 

coded in this analysis is associated with a single effect size for a given outcome. This avoids one study having more 

weight in a meta-analysis simply because it measured more outcomes. 

 

Outcome s Measured at Different  Follow -Up Periods . If outcomes for study samples are measured at multiple points in 

time, and if a sufficient number of studies contain  multiple, similar follow-up periods, we calculate effect sizes for both an 

initial and longer te rm follow -up periods. Using different points of time of measurement allows us to examine , via meta-

regression, whether program effects change (i.e., decay or increase) over time.  

 

Some Special Coding Rules for Effect Sizes . Most studies in our review have sufficient information to code exact mean -

difference effect sizes. Some studies, however, report some, but not all the in formation required. We adhere to the 

following rules for these situations: 

¶ Two-tail p -values. Some studies only report p-values for significance testing of  program outcomes. When we 

have to rely on these results, if the study reports a one-tail p-value, we convert it to a two -tail test. 

¶ Declaration of significance by category . Some studies report results of statistical significance tests in terms of 

categories of p-values. Examples include: p < 0.01, p < 0.05, or non-significant at the p  = 0.05 level. We calculate 

effect sizes for these categories by using the highest p-value in the category. Thus, if a study reports significance at  

p < 0.05, we calculate the effect size at p = 0.05. This is the most cautious strategy. If the study simply states a result 

is non-significant, but does not indicate a p -value, then we load in a zero effect size, unless some other piece of 

information reported  in the study (perhaps a graph) provides some indication of the direction of the effect, in which 

case we compute the effect size assuming a p-value of 0.50. 

 

2.3 Meta -Analytic Procedures : Calculating òUnadjusted ó Effect Sizes 
 

Effect sizes summarize the degree to which a program or policy affects an outcome, or the degree that one outcome is 

causally related to another outcome. In experimental program settings this involves comparing the outcomes of treated 

participants relative to untreated participants.  Analysts use several methods to calculate effect sizes, as described in Lipsey &  

Wilson.7 The most common effect size statistic, and the measure we use in our meta-analyses, is the standardized mean 

difference effect size. 

 

Continuously Measured Outcomes . The mean difference effect size is designed to accommodate continuous outcome data, 

such as student test scores, where the differences are in the means of the outcome.8 The standardized mean difference effect 

size is computed with the following equation : 
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In this formula, ES is the estimated effect size for a particular program; Mt is the mean value of an outcome for the treatment 

or experimental group;  Mc is the mean value of an outcome for the control group ; SDt is the standard deviation of the 

treatment group; and  SDc is the standard deviation of the control group ; Nt is the number of subjects in the treatment group; 

and Nc is the number of subjects in the control group .  

 

In many research studies, the numerator in Equation 2.3.1, Mt - Mc, is obtained from a coefficient in a regression equation, not 

from experimental studies of separate treatment and control groups. For such studies, the denominator in Equation 2.3.1 is 

the standard deviation for the entire sample. In these types of regression studies, unless information is present that allows the 

                                                 
7
 Lipsey & Wilson (2001). 

8
 Ibid, table B10, equation 1, p. 198. 



number of subjects in the treatment condition to be separated from the total number in a regression analysis, the  total N from 

the regression is used for the sum of Nt and Nc, and the product term  NtNc is set to equal (N/2)2.  

 

 

We compute the variance of the mean difference effect size statistic in Equation 2.3.1 with the following equation :9 
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In some random assignment studies, or studies where treatment and comparison groups are well-matched, authors provide 

only statistical results from a t-test. In those cases, we calculate the mean difference effect size using the following equation :
10
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Dichotomously Measured Outcomes . Many studies record outcomes not as continuous measures such as test scores, but 

as dichotomies; for example, high school graduation. For these yes/no outcomes, Sanchez-Meca, et al. shows that the Cox 

transformation produces the most unbiased approximation of the standardized  mean effect size. 11 Therefore, to approximate 

the standardized mean difference effect size for continuously measured outcomes, we calculate the effect size for 

dichotomously measured outcomes with  the following equation : 
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where Pt  is the percentage of the treatment group with the outcome and  Pc  is the percentage of the comparison group 

with the outcome. The numerator, the logged odds ratio, is then divided by 1.65. 

 

The ESCox has a variance of  
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where O1t , O2t , O1C , and O2C are the number of successes 1) and failures 2) in the treatment , t, and control , c groups.  

 

Occasionally when outcomes are dichotomous, authors report  the results of statistical analysis such as chi-square (ɢ2)
 

statistics. In these cases, we first estimate the absolute value of ESarcsine per Lipsey and Wilson,
12

 then based on analysis we 

conduct, we multiply the result by 1.35 to determine  ESCox  as given by the following equation:  
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Similarly, we determine that in these cases, using Equation 2.3.2 to calculate the variance underestimates ESVarCox and, 

hence over-estimates the inverse variance weight. We conducted an analysis which shows that ESVarCox is linearly related 

to  ESVar. Our analysis indicates that multiplying ESVar by 1.77 provides a very good approximation of ESVarCox.  
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 Ibid, table 3.2, p. 72. 

10
 Ibid, table B10, equation 2, p. 198. 

11
 Sánchez-Meca et al. (2003). 

12
 Lipsey & Wilson (2001), table B10, equation 23, p. 200. 



Odds Ratios and Confidence Intervals.  Sometimes authors report dichotomous outcomes as odds ratios and 

confidence intervals. In those instances we calculate the effect size using equation 2.3.4, i.e. taking log of the odds ratio 

divided by 1.65. 

The variance is calculated using the following equation:  
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Pre/Post Gain Score Measures. Where authors report pre- and post-treatment measures without other statistical 

adjustments, we calculate two between-groups effect sizes: 1) at pre-treatment and, 2) at post-treatment. Next, we 

calculate the overall effect size by subtracting the post-treatment effect size from the pre -treatment eff ect size.  

 

Effect Sizes Measured as Elasticities  or Semi -elasticities . Some of the research literatures we review are econometric in 

nature; that is, they use regression techniques econometricians often use to consider unobserved variables bias or 

simultaneity. The metric used in many of these economic studies to summarize results when analyzing a continuous 

outcome is an elasticityñhow a percentage change in one continuously measured òtreatmentó affects the percentage 

change in a continuously measured outcomeñor a semi-elasticity also known as a percent changeñhow a 

dichotomously measured òtreatmentó affects a percent change in a continuously measured outcome. For example, the 

research literatures that measure the impact of increased incarceration rates on crime and the effects of the number of 

police officers on crime both use elasticities to describe the relationships. For studies that do not estimate elasticities 

directly, we compute the elasticity from the authorõs preferred regression coefficient taken at the studyõs mean values. 

Similarly, research estimating the effect of participating in a high deductible health care plan on health care costs often 

use semi-elasticities estimated as a log-linear model. We would then estimate a semi-elasticity, or percent change, in 

health care costs due to participation in a high-deductible plan by exponentiating the Ȃ from the regression and 

subtracting one to calculate the percent change. Thus, the effect size for these analyses is an elasticity or semi-elasticity, 

rather than the other effect size metrics (Cohenõs D or D-cox effect sizes) used when we conduct meta-analyses of 

programs.  

 

Modify ing Effect Sizes for Small Sample Sizes . Since some studies have very small sample sizes, we follow the 

recommendation of many meta -analysts and account for this. Small sample sizes have been shown to upwardly bias 

effect sizes, especially when samples are less than 20. Following Hedges, Lipsey and Wilson report the òHedges correction 

factor,ó which we use to adjust all mean-difference effect sizes, (where N is the total sample size of the combined 

treatment and comparison groups) , as given in the following equation :
 13
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Modify ing Effect Sizes and Variances for Multi -Level Data Structures . Many studies measure the results of programs 

that are delivered in hierarchical structures. For example, in the education field, students are clustered in classrooms, 

classrooms are clustered within schools, schools are clustered within districts, and districts are clustered within states. 

Analyses that do not account for clustering of this sort  underestimate the variance in outcomes and, thus, may over-

estimate effect sizes. In studies that do not account for clustering, effect sizes and their variance require additional 

adjustments.14   

 

There are two types of studies, each requiring a different set of adjustments.15 
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 Lipsey & Wilson (2001), equation 3.22, p. 49 and Hedges, L.V. (1981). Distribution theory for Glassõs estimator of effect size and related 

estimators. Journal of Educational Statistics, 6(2), 107-128. 
14

 Studies that employ hierarchical linear modeling, fixed effects with robust standard errors, or random effects models account for 

variance and need no further adjustment. 
15

 These formulas are taken from Hedges, L. (2007). Effect sizes in cluster-randomized designs. Journal of Educational and Behavioral 

Statistics, 32(4), 341-370. 



First, for individual-level studies that ignore the variance due to clustering, we make adjustments to the mean effect size 

and its variance, using the following equation:  
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where r is the intraclass correlation coefficient, the ratio of the variance between clusters to the total variance; N is the total 

number of individuals in the treatment group , Nt, and the comparison group , Nc; and n is the average number of persons in 

a cluster, K.  

 

For example, in the educational field, clusters can be classes, schools, or districts. To meta-analyze education studies, we 

use 2006 Washington Assessment of Student Learning (WASL) data to calculate values of r for the school-level (r = 0.114) 

and the district level (r = 0.052). Class-level data are not available for the WASL, so we use a value of r = 0.200 for class-

level studies.  

 

Second, for studies that report means and standard deviations at a clustered level, we make adjustments to the mean effect 

size and its variance using the following equation : 
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We do not adjust effect sizes in studies reporting dichotomous outcomes. This is because the Cox transformation assumes 

the entire normal di stribution at the student level.16 However, when outcomes are dichotomous, we use the òdesign effectó 

to calculate the òeffective sample size.ó
17

 The design effect is given by the following equation : 
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And the effective sample size is the actual sample size divided by the design effect. For example the effective sample size 

for the treatment group is  given by the following equation : 
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In some studies, for example in a mental health setting where the treatment group receives an intervention (therapy) and 

the comparison group does not, the treatment group may be clustered within therapists while the comp arison group is not 

clustered. To our knowledge, there are no published methods for corrected effect sizes and variance for such studies. Dr. 

Larry Hedges provided the following approach for these corrections. 

 

We first calculate an intermediate estimate of ES using the following equation:
18
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where mt is the number of clusters in the treatment group, and  nt is the number of subjects in the treatment group, and  N is 

the total sample size. 
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 Mark Lipsey (personal communication, November 11, 2007). 
17

 Formulas for design effect and effective sample size were obtained from the Cochrane Reviewers Handbook, section 16.3.4. 

Approximate analyses of cluster-randomized trials for a meta-analysis: effective sample sizes. http://www.cochrane-handbook.org/  
18

 Larry Hedges (personal communication, June 11, 2012). 



Then an approximately unbiased estimate of EST is obtained by multiplying ESint  by J(h),  where h is the effective 

 degrees of freedom as given by the following equation:
19

 

 

 ςȢσȢρφ   Ὤ
ὔ ς ” ρ ὲά ὲ ”

ὔ ς ρ ” ὲά ὲ ὲ” ςὲά ὲ ”ρ ”
 

 

and J(h) is given by the following equation :
20
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Thus, the final unbiased estimate of EST  is:
21

 

 
ςȢσȢρψ   ὉὛ ὉὛ ὐzὬ 

 

The variance of the effect size when only one group is clustered is given by the following equation :
22
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Computing Weighted Average Effect Sizes, Confidence Intervals, and Homogeneity Tests . Once effect sizes are 

calculated for each program effect, and any necessary adjustments for clustering are made, the individual measures are 

summed to produce a weighted average effect size for a program area. We calculate the inverse variance weight for each 

program effect and these weights are used to compute the average. These calculations involve three steps. First, the standard 

error, SET of most mean effect sizes is computed with  the following equation :
23
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For effect sizes measured as elasticities the SET is equivalent to the standard error of the elasticity. When a study reports 

the standard error on the elasticity, we use that value as SET . The standard error of the elasticity is most commonly reported 

when the study estimates the elasticity from a log-log model.  

 

If a study does not report the elasticity standard error, but calculates an elasticity or semi-elasticity from a linear model, we 

calculate the SET from the linear model using the following equations:  

 

For an elasticity from a linear model the variance of the elasticity is calculated as by the following equation:   
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where ‍ is the coefficient on X. Then, SET  is the square root of the variance.  
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For a semi-elasticity from a linear model, we can calculate the variance with the following equation : 
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where Yt and Yc are the Y values for the treatment and comparison groups (e.g. health care expenditures). 

 

Finally, when a standard error is not reported and cannot be calculated from the information provided in the study  or in the 

case of a semi-elasticity from a log-linear model, we estimate the standard error of the elasticity using the reported t -

statistic for the regression coefficient from which the elasticity is estimated . For example, if a study uses the coefficient Ȃ to 

calculate an elasticity, and the t-statistic on Ȃ is reported as tȂ, we calculate the standard error on the elasticity for that study 

as shown in the following equation :  
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Second, for standardized mean difference and elasticity effect sizes, the inverse variance weight w is computed for each 

mean effect size with the following equation:
24
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[For dichotomous outcomes, the inverse variance weight w is computed by taking the inverse of the variance presented 

in Equation 2.3.5]. 

 

The weighted mean effect size for a group with i studies is computed with the following equation :
25
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Confidence intervals around this mean are then computed by first calculating the standard error of the mean with  the 

following equation :
26
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Next, the lower, ESL, and upper limits , ESU, of the confidence interval are computed with  the following equation :
27
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ςȢσȢςψ    ὉὛ  ὉὛ ᾀ  ὛὉ
 

 

In Equations 2.3.27 and 2.3.28, z(1-a) is the critical value for the z-distribution  (1.96 for a = 0.05).  
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The test for homogeneity, which provides a measure of the dispersion of the effect sizes around their mean, is given by 

the following equation :
28
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The Q-test is distributed as a chi-square with k-1 degrees of freedom (where k is the number of effect sizes). 

 

Computing Random Effects Weighted Average Effect Sizes and Confidence Intervals . Next, we use a random effects 

model to calculate the weighted average effect size. Random effects models allow us to account for between-study variance 

in addition to within -study variance.
29

 

 

This is accomplished by first calculating the random effects variance component, v using the following equation:
30
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where wsqi is the square of the weight of  ESi.(2.3.15). 

 

This random variance factor is added to the variance of each effect size and finally all inverse variance weights are 

recomputed, as are the other meta-analytic test statistics. If the value of Q is less than the degrees of freedom (k-1), there is 

no excess variation between studies and the initial variance estimate is used.  

 

2.4 WSIPP Adjustments to Effect Sizes  from Program Evaluations  

 
In WSIPP reports and on our website, we show the results of our meta-analyses calculated with the standard meta-

analytic formulas described in Chapter 2.3, above. We call these effects òunadjusted effect sizes.ó In our reports and on 

our website, we also list an òadjusted effect sizeó for each topic. These adjusted effect sizes, which are modifications of the 

unadjusted results, may be smaller, larger, or equal to the unadjusted effect sizes we report. It is important to note that 

we use the adjusted effect sizes, not the unadjusted ef fect sizes, in our benefit -cost model.  

 

In this section, we describe our rationale and procedures for making adjustments  to the effect size results from program 

evaluations. The overall goal of WSIPPõs benefit-cost model is to supply the Washington State Legislature with 

information about what work s to improve outcomes in Washington. If a program has been rigorously tried and tested 

somewhere else, we want to be able to make an inference about whether it is likely to work in Washington. As we detail 

below, we think there is reason to be concerned that the results of individual program evaluations (the ones we enter into 

our meta-analyses) may not be obtained if the program is tried in Washington. Many evaluations of program 

effectiveness occur under conditions that may not reflect what we would expect in real-world implementation  in 

Washington. 

 

Therefore, to better estimate the results we would expect to achieve in Washington, we developed five types of 

adjustments. As we explain below, if we determine it to be necessary, we make adjustments for:  

1) The methodological quality  of each study we include in a meta-analyses; 

2) Whether the researcher(s) who conducted a study is (are) invested in the programõs design and results; 

3) The relevance or quality of the outcome measured used in a study; 

4) Whether the research was conducted in a laboratory or other unusual  ònon-real worldó setting; and 

 5) Situations in which an evaluation of a program was conducted against a wait-list comparison group, as oppose to 

a treatment-as-usual comparison group. 
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2.4a Methodological Quality . 

 

Not all research is of equal quality, and this variation has the potential to  systematically bias the results of a study. Some 

studies are able to use ògold standardó research designs that are well implemented , and the results can be viewed as 

accurate representations of whether or not the program had a causal effect on an outcome. Other studies may not be able 

to use the best research designs; these studies may reduce the confidence that can be placed in making cause-and-effect 

inferences. In particular, studies with less rigorous research designs cannot completely control for self-selection bias or 

other unobserved threats to the validity of the reported evaluation results. This does not mean that results from these 

studies are of no value; rather, it just means that less confidence can be placed in any cause-and-effect conclusions drawn 

from the results.  

 

We assign program evaluation studies to different òresearch designó categories based on their methodology . This 

categorization allows us, via meta-regression, to account for the degree to which, on average, differences in the quality of 

research designs may affect a programõs true effect on outcomes. As we explain below, we then use this meta-regression 

information to adjust effect size results, if necessary. We list our current adjustments for research design in Section 2.4f in 

this document . 

 

The following research design categories are used: 

¶ Category  5 includes well-implemented random assignment studies in which subjects are assigned to a 

treatment group and a control group who do not receive the treatment/program. Studies categorized as a 5 

must indicate how well the random assignment occurred by reporting values for pre -existing characteristics for 

the treatment and control groups.  

¶ Category 4 includes experimental random assignment studies with implementation problems or studies that 

use a lottery or random assignment approach from a wait -list when programs are oversubscribed. Random 

assignment studies in this category, for example, could have crossovers between the treatment and control 

groups or differential attrition rates between the groups.  

¶ Category 3  includes natural experiments or studies that use advanced methods in an attempt to control  for 

unobserved variables or reverse causality. Studies categorized as a 3 include instrumental-variable approaches, 

regression discontinuity designs, panel data analyses with fixed effects, difference-in-differences, or a Heckman 

approach to modeling self -selection.
31

 

¶ Category 2  includes quasi-experimental research designs where the treatment  and comparison groups are 

reasonably well matched on pre-existing differences in key variables. For this category, studies must demonstrate 

that few, if any, significant differences are observed in relevant pre-existing variables. Alternatively, an evaluation 

must employ sound multivariate statistical techniques (e.g., logistic regression, hierarchical linear modeling for 

nested variables, or propensity score matching) to control for pre -existing differences. 

¶ Category 1 includes quasi-experimental studies that are less well-implemented or d o not use many statistical 

controls to control for differences between the treatment and control groups . 

 

Program evaluation studies that do not fit into these categories are assigned to òCategory 0ó which means that they are 

not included in our meta -analysis because we cannot confidently estimate a causal treatment effect of the program. 

Categorizing programs with this scheme is, at least to a degree, subjective. We rely on the accumulated experience of 

WSIPP analysts to make consistent coding decisions about these research design distinctions.  

 

2.4b Researcher Involvement in the Programõs Design and Implementation. 

 

As noted, the purpose of the WSIPPõs work is to identify programs that can make cost -beneficial improvements to 

Washingtonõs actual public service delivery system. There is some evidence that programs closely controlled by researchers 

                                                 
31
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or program developers have consistently better results than those that operate in òreal worldó administrative structures.
32

 In 

our own evaluation of a real-world implementation of a research-based juvenile justice program in Washington, we found 

that the actual results were lower than the results obtained when the intervention was conducted by the originators of the 

program.
33

 Therefore, because we are concerned that effects observed in developer-controlled evaluations may often 

overstate the effects we might expect in real-world application in Washington, we code each study by noting whether the 

developer was involved in the program or evaluation. We then may make an adjustment to effect sizes to reflect this 

distinction. When possible, we use the results of our meta-regressions to inform the magnitude of any adjustment; lacking 

meta-evidence to compute a topic-specific adjustment empirically, we may make an adjustment based on a priori 

assumptions, which are themselves informed by our previous analyses of other policy topics. We list our current 

adjustments for developer involvement in Section 2.4f.  

 

2.4c Evaluations with  Weak Outcome Measures . 

 

Some evaluations use outcome measures that may not be precise gauges of the ultimate outcome of interest to 

Washington. In these cases, we record a flag that we can use in a meta-regression to determine if an adjustment is 

necessary. We list our current adjustments for weak outcome measures in Section 2.4f.  

 

2.4d Evaluations Conducted in òNon-Real-Worldó Settings. 

 

As noted, the purpose of the WSIPPõs assignments from the Washington State Legislature is to identify programs that can 

make cost-beneficial improvements to Washingtonõs actual public service delivery systems. We code each study by noting 

whether the program was delivered in a òreal-worldó setting similar to what would occur in Washington, or whether it was 

done in an unusual setting, such as a university-based experiment. We then may make an adjustment to effect sizes to 

reflect this distinction. When possible, we use the results of our meta-regressions to inform the magnitude of this 

adjustment; lacking evidence to compute a topic -specific adjustment empirically, we may make an adjustment based on a 

priori assumptions which are themselves informed by our analyses of other policy topics. We list our current adjustments 

for non-real-world settings in Section 2.4f.  

 

2.4e Evaluations with Wait -List Research Designs. 

 

In some topic areas, for example, mental health interventions, our goal is to estimate the average effect of a program 

compared to non -specific treatment as usual. While some program evaluations measure treatment as usual for the 

comparison group, other studies compare a treatment group to a wait -list or no-treatment group. We find that average 

effect sizes are smaller when the comparison group is treatment as usual or an attention placebo, compared to no-

treatment control groups . Therefore, when our goal is to estimate the effect of a specific treatment vs. treatment as usual, 

we may make an adjustment to the effect size to reflect the distinction between active comparisons and no treatment, 

based on meta-regression of studies in similar topic areas. 

 

2.4f  Values of the Five WSIPP Adjustment Factors . 

 

As noted, we base the magnitude of our adjustments for each of these five factors on evidence, wherever possible. That is, 

when there are sufficient number of studies for us to analyze, we conduct meta-regressions (multivariate linear regression 

analysis, weighted by inverse variances) in a research area to estimate how much of an adjustment (if any) to make for each 

of these five factors. Lacking enough studies to conduct a topic-specific meta-regression, we may also make adjustments 

based on our accumulated knowledge about how these factors can be expected to influence whether specific program 

evaluation results are likely to be applicable to Washington.  In such cases, these a priori adjustments represent our 

informed judgments, until they can be replaced with the results of topic -specific meta-regressions. 
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To estimate these adjustments, we undertake a series of meta-regression analyses, one for each broad research area. In 

some cases, where a research literature is particularly large, we may perform these meta-regressions on smaller groups of 

topics. In each meta-regression, we include all effect sizes included in our meta-analyses for that topic area, weight by the 

random effects inverse variance for each, and cluster standard errors by each study in the analysis. Our independent 

variables include the previously discussed five factors.  

 

An explicit adjustment factor ( in the form of a multiplier ) is assigned to the results of individual effect sizes based on our 

findings. Adjustments are made by multiplying the unadjusted effect size for any study by the adjustment factors for the 

topic area. The resulting meta-analytic results for the adjusted effect sizes are then used in the benefit-cost analysis, as 

explained in Section 2.6.  

 

The following table lists the current WSIPP adjustmentsñin the form of multiplicative factors applied to unadjusted effect 

sizesñthat we apply to broad topic areas for the five factors.  

 

Exhibit 2. 4.1 

Current WSIPP Adjustmentsñin the Form of Multiplicative Factors Applied to Unadjusted Effect Sizes 

Topic area  
Research 

design  

Researcher = 

developer  

Weak 

outcome 

measure 

òNot real 

worldó 

Wait -list 

design  

Child welfare 1 0.36 1 1 1 

Education 1 0.43 0.23 0.22 n/a 

Adult crime 1 0.36 0.80 0.50 n/a 

Juvenile crime and crime prevention 1 1 1 1 n/a 

Substance abuse prevention 1 0.33 1 1 1 

Substance abuse treatment 1 1 1 1 1 

General prevention/public health 
Level 1 =0.31 

All others = 1 
0.38 1 1 1 

Early childhood education 1 1 1 1 n/a 

Health care (exceptions noted below) 1 1 1 1 1 

Asthma self-management education 1 0.36 0.5 1 1 

Child depression 1 0.64 1 1 0.44 

Child anxiety 1 1 1 1 0.41 

Child posttraumatic stress 1 1 1 1 0.36 

Child disruptive behavior & ADHD 1 0.56 0.37 1 1 

Adult depression and anxiety 1 0.79 1 1 0.46 

Adult posttraumatic stress 1 0.63 1 1 0.68 

Serious mental illness 1 1 1 1 1 

Higher education 1 1 1 1 1 

 

  



2.4g. Calculating I nverse Variance Weights and Standard Errors when WSIP P Adjustments are made to Effect 

Sizes.  

 

When we make multiplicative adjustments to effect sizes, we also make adjustments to the standard errors and inverse 

variance weights. For continuous outcomes, we use Equation 2.3.2 to calculate the adjusted variance (Varad) substituting 

the adjusted ES (ESadj) for ES. 

 

For dichotomous outcomes reported as odds ratios or percentages, we first calculate the odds ratio (ORadj) associated 

with the ESadj using the following equation:  

 

(2.4.1) ὕὙ Ὡ Ȣ   

 

Next we calculate the corresponding treatment percentage, assuming the comparison rate does not change. 

Finally, we calculate the variance per Equation 2.3.5 using the adjusted percentages to estimate values for O1t, O2t, O1c, and 

O2c. 

 

For dichotomous outcomes reported as chi-square, p-value, or odds ratios and confidence intervals, we first calculate 

Varadj using Equation 2.3.2 and ESadj. Then, based on our analysis, we multiply the Varadj by 1.65 to provide a good 

approximation of VaradjCox. 

 

In all cases, the adjusted standard error is the square root of the variance. 

 

2.5 WSIPP Adjustments to Effect Sizes from Longitudinal Linkage Studies  

 

As with the results from program evaluations (discussed in Section 2.4), we would ideally make adjustments to the  effect 

sizes from studies measuring the relationship of one outcome to another  based on findings from meta -regression. Our 

current links do not use multipliers, due either too few articles to perform meta -regression or a failure to reject a null 

hypothesis. The following section describes the procedures we would use if they were available. For any linkage study, we 

may make up to three types of adjustments that we deem necessary to increase our confidence in the evidence for a 

causal relationship between two outcomes . We may make adjustments for a) the methodological quality of each study 

we include in the meta-analyses; b) the degree to which findings for a particular sample of people can be generalized to 

other populations  in Washington; and c) the relevance of the independent and dependent measures that individual 

studies examined. 

 

2.5a Methodological Quality . 

 

We require a minimum level of methodological quality to be considered in the analysis.  To establish that one outcome 

leads to another, we prefer longitudinal studies that establish clear temporal orderingñwhere a first outcome (e.g., 

juvenile crime) precedes another outcome (e.g., high school graduation). Ideally, a study would statistically control for 

both observable factors and unobservable variables by using fixed effects modeling, natural experiments, twin studies, 

instrumental variables, or other techniques. Some outcome-on-outcome studies do not have the advantage of 

longitudinal data sets and they may use cross-sectional data; the results from these studies may be useful, but they may 

not have as much information to make cause-and-effect inferences. 

 

To track the differences in the quality of research designs for linkage studies, we use a 6-point scale (with values ranging 

from 0 to 5) as a way to adjust the reported results in a study. On this scale, a rating of 5 reflects a study in which the 

most confidence can be placed: a longitudinal study with clear temporal ordering and good c ontrols for  both  observable 

and unobservable confounds. A rating of 0, on the other hand, reflects a study in which temporal ordering is not 

established, and we cannot infer a causal link between independent and dependent variables. 

  



On the WSIPP 0-to-5 scale, each linkage study is rated as follows: 

5ñlongitudinal study with temporal ordering and good statistical controls for observ able and unobservable 

confounds 

4ñlongitudinal study with temporal ordering and good statistical co ntrols for observable confounds 

3ñlongitudinal study with temporal ordering but not as many observable controls 

2ñcross-sectional study with temporal ordering and retrospective measurement  of prior outcomes  

1ña WSIPP placeholder rating that is not cur rently used 

0ña study for which we cannot infer a causal link between independent and dependent variables 

 

In our meta-analyses, we do not use the results from studies rated as a 0 or 1 on this scale. 

 

Using this scale, if we had a large enough number of studies in a research area, we would conduct a meta-regression to 

determine if, on average, different research design characteristics affect average effect sizes of the relationship between 

one outcome and another . Again, our current linked effect sizes do not include multipliers, usually due to too few articles 

to perform meta -regression.  

 

2.5b Generalizability of the Sample  

 

We may also adjust the effect sizes for linked outcomes for the degree to which the individuals included in the study 

sample are representative of the Washington population as a whole. If, via meta-regression, we determine that a sample 

is not representative of the Washington State population, we may use a multiplicative factor to adjust the effect size 

downward.  

 

2.5c Relevance of the Independent and Dependent  Variables  

 

Some studies use outcome measures that may not be precise gauges of the way the benefit-cost model monetizes 

results. In these cases, we record a flag that can later be used to adjust the effect, via a meta-regression analysis. For 

example, the benefit-cost model monetizes disordered alcohol use based on a DSM-level alcohol disorder. If a 

longitudinal study measures a linkage between òheavy drinkingó (but not DSM alcohol use) and employment, then we 

flag this weaker measure. If we had a large enough number of studies, we could then conduct a meta-regression analysis 

to estimate whether the presumed inferior outcome measures affect, in a systematic manner, the strength of the 

relationships. 

 

2.6 Meta -Analytic Procedures: Calculat ing òAdjusted ó Effect Sizes for the Benefit -Cost Model  
 

Once all WSIPP adjustments to effect sizes have been made (as described in Sections 2.4 and 2.5) to the unadjusted effect 

sizes for each study we review, we then re-run the random effects inverse-variance weighted meta-analysis using 

Equations 2.3.20 through 2.3.27, substituting the WSIPP-adjusted effect sizes in lieu of those originally coded from the 

studies. The results of this second-stage meta-analysis produce the effect size and standard error that we then use in 

WSIPPõs benefit-cost model. At this point in time, we do not calculate adjusted effect sizes for links; as we collect more 

research evidence, we will attempt to do this in the future . 

 

2.7 The Persistence of Effect Sizes over Time  
 

The benefit-cost model implemented by WSIPP, as illustrated in Equation 2.0.1, anticipates that most programs and 

policies analyzed will have annual streams of benefits and costs that occur over many years, not just at one point in time. 

That is, calculating the net present-value of an investment requires information on the long -term changes to annual cash 

and resource flows. It is important for benefit -cost analysis, therefore, to be able to model effects as they occur over time, 

judging both when effects occur over the life course, and whether effects change over time.  

 

As we describe in detail in Chapter 3, WSIPPõs benefit-cost model explicitly requires two user-supplied time-dimensioned 

effect sizes. Most often, the research evidence from the meta-analyses will be conducted for outcomes that are observed 

within the first year or two following program participation. For example, the typical follow -up period for program 

evaluations of substance abuse treatment programs is about one year. Rather than simply assume that this near-term 



effect size (and standard error) persists in perpetuity or, on the other hand, drops to zero in year two, the WSIPP model 

allows the inclusion of a second effect size (and standard error).  

 

We use various procedures to estimate the second effect size (and standard error) depending on the available 

information. When a topic has enough studies with extended follow -up measurements, our preferred approach is to 

calculate program specific meta-analyses at various follow-up periods to estimate the second effect size and its standard 

error. We compute these second effect sizes using steps identical to those described in Sections 2.3 to 2.6. 

 

Unfortunately, many programs do not have enough research to conduct a program -specific meta-analysis to obtain a 

second effect size. In these cases, we use information from a broader group of research studies that we can apply to any 

program within that area. We combine effect sizes from all programs in a given research area and regress the effect size 

on the follow -up period to estimate the relationship between follow -up period and effect size. Depending on the 

research area and available information, we may use only the longest follow-up from each study or use all follow -up 

periods from a given study.
34

 We test various functional forms and types of models (fixed and random effects, clustered 

on topic and/or study) within a research area to determine the best model based on overall fit and model interpretation. 

In a typical meta-regression analysis, we first determine whether follow -up period is a statistically significant predictor of 

effect size (we use a p-value < 0.10 standard); if not, we generally do not adjust our first effect size.  

 

If the effect size does seem to grow or decay over time, we estimate the second effect size in one of two ways:  

 

Finally, in some cases we are unable to estimate program effects beyond the first effect size using either meta -analysis or 

regression analysis. This typically occurs with òsecondaryó outcomes. Secondary outcomes are those that are not the 

prime focus of a program, such as crime outcomes from studies whose primary focus is changes in substance abuse 

outcomes. In these cases, we often have few or no rigorous evaluations that measure the outcome over time and thus we 

cannot predict whether program effects on these secondary outcome decay over time. For these secondary outcomes, 

until more information is accumulated, we assume that effects decay to zero for all time periods following thos e 

measured in the studies.  

  

                                                 
34

 When including multiple follow -up periods from a given study, we cluster our standard errors by study. 
35

 We typically carry out the prediction in STATA with the lincom command. 
36

 We typically predict the multiplier and the standard error with STATAõs nlcom command. 

¶ We use our preferred regression model or meta-analysis to predict an effect size and standard error at a specific 

follow-up period ; or
35

  

¶ We calculate a multiplicative adjustment (and standard error) from the regression or meta-analysis for a given 

follow-up period that we apply to a programõs first effect size to estimate the second effect size. The second 

approach may be used if we find that the effect size decays, but we do not suspect that it decays to zero. For 

example, we may find that, on average, effect sizes decay by 50% over 36 months, but may not decay following 

those 36 months. For a program for which we have little or no longer -term information, we would multiply the 

first effect size by 0.5 to get an estimate of the second effect size three years later. We also calculate a standard 

error on the decay multiplier of 0.5 and use the formula for the variance of the product of two ran dom variables 

to calculate a standard error for the second effect size.
36

 



Exhibit 2. 7.1 

Current WSIPP Decay Factors by Outcome 

Outcome  ES at time 2 SE at time 2 Time 2  

Child abuse & neglect ES1 SE1 Age 17 

Out-of-home placement ES1 SE1 Age 17 

Substance abuse prevention outcomes ES1 SE1 Age at Time 1 + 10 

Substance abuse treatment outcomes 

For most programs 

Contingency management (higher-cost)  

Contingency management (lower-cost) 

0 

0 

0 

0.187 

0.125 

0.075 

Age at Time 1 + 3 

Age at Time 1 + 1 

Age at Time 1 + 1 

Substance abuse outcomes 

Brief intervention strategies 
ES1 * 0.137 Õ(SE1

2
 * 2.25) Age at Time 1 + 2 

Crime ES1 SE1 Age at Time 1 + 10 

Adult depression, adult anxiety ES1 * 0.52 (SE1
2
 * 1.5)

0.5
 Age at Time 1 + 2 

Adult PTSD ES1 SE1 Age at Time 1 + 1 

Adult psychosis ES1 * 0.743 
(ES1

2 
* 0.569

2 
+ 0.743

2 
* SE1

2 

+ SE1
2 
* 0.569

2
)
0.5

 
Age at Time 1 + 1 

Child PTSD ES1 SE1 Age at Time 1 + 1 

Child ADHD 0 
(ES1

2 
* 0.048

2 
+ 0.00317

2 
* 

SE1
2 
+ SE1

2 
* 0.048

2
)
0.5 Age at Time 1 + 1 

Child depression ES1 * 0.00099 
(ES1

2 
* 0.0811

2 
+ 0.00099

2 
* 

SE1
2 
+ SE1

2 
* 0.0811

2
)
0.5

 
Age at Time 1 + 1 

Child anxiety ES1* 0.4623 
(ES1

2 
* 0.0992

2 
+ 0.4623

2 
* 

SE1
2 
+ SE1

2 
* 0.0992

2
)
0.5

 
Age at Time 1 + 1 

Child internalizing ES1 * 0.72848 
(ES1

2 
* 0.2803

2 
+ 0.7285

2 
* 

SE1
2 
+ SE1

2 
* 0.2803

2
)
0.5

 
Age at Time 1 + 2 

Child externalizing, child disruptive behavior ES1 *0.47646 
(ES1

2 
* 0.2012

2 
+ 0.47646

2 
* 

SE1
2 
+ SE1

2 
* 0.2012

2
)
0.5

 
Age at Time 1 + 3 

Psychiatric hospitalization  

Assertive community treatment 

ER prevention for frequent users 

0 0.118 Age at Time 1 + 1 

Diabetes ES1 * 0.478 0.077 Age at Time 1 + 7 

Weight change 

Intensive/long-term diabetes interventions 

Short-term diabetes interventions 

Obesity prevention for children  

Obesity prevention, adults, high-intensity 

Obesity prevention, adults, low-intensity 

0 

ES1 * 0.31 

0 

0 

0 

0.054 

0.101 

0.07 

0.012 

0.012 

Age at Time 1 + 7 

Age at Time 1 + 7 

Age at Time 1 + 2 

Age at Time 1 + 5 

Age at Time 1 + 2 

Obesity 

Obesity prevention for children  

Obesity prevention, adults, high-intensity 

Obesity prevention, adults, low-intensity 

0 

0 

0 

0.101 

0.086 

0.086 

Age at Time 1 + 2 

Age at Time 1 + 5 

Age at Time 1 + 2 

Emergency room visits for asthmatic children or 

general population  
0 0.0861 Age at Time 1 + 2 

Hospitalizations (readmissions) 

PCMH 

Outcomes for seriously mentally ill individuals, those 

easily lost to follow up  

Birth outcomes  

0 0 Age at Time 1 + 1 

Labor market earnings (measured directly) 

Case management programs 

Job search and placement 

Training, no work experience 

Training with work experience 

Work experience 

0 

0 

0 

0 

0 

0.014 

0.017 

0.032 

0.018 

0.0013 

Age at Time 1 + 1 

Age at Time 1 + 2 

Age at Time 1 + 1 

Age at Time 1 + 1 

Age at Time 1 + 2 

  



Chapter 3: Procedures to Compute òMonetizableó Outcome Units from Effect Sizes 
 

 

Chapter 2 described the procedures WSIPP uses to compute effect s izes and standard errors from meta-analyses. This 

Chapter describes our procedures to convert effect sizes into units of outcomes that can be monetized. Chapter 4 then 

describes how monetary values are attached to these òmonetizableó outcome units.  

 

The procedures in this chapter are necessary because WSIPPõs model uses òprogram effect sizesó rather than simply 

òprogram effects.ó This seemingly arcane distinction is important for our approach to benefit-cost modeling. 

 

To continue the Kð12 tutoring example  above, we would compute a D-cox effect size, using Equation 2.3.4, of +0.137 for 

the four  percentage point program effect  in the hypothetical program evaluation. We would then make similar effect size 

calculations for all of the tutoring studies in our meta -analysis and might conclude, for example, that the weight of the 

evidence finds that tutoring programs, on average, can be expected to have a D-cox effect size of +0.15 on high school 

graduation. From this effect size finding, in order to compute a metric that can be used in benefit-cost analysis, we would 

apply the procedures described in this Chapter to compute a unit change for the tutoring topic . 

 

Not all program effect sizes are used in the final benefit-cost calculation. For example, we are currently unable to 

translate some effect sizes into monetizable units, but we report the effect size as the outcome is still of interest to 

legislators and other audiences. Some effect sizes trigger the same monetization routines as other effect sizes in a meta-

analysis. When this happens, the monetizable units are compared against each other, and one effect size may òtrumpó 

another in the same analysis (see Chapter 5 for a detailed discussion of these procedures). Additionally, in some instances 

where there is only one study or a limited or non -representative sample, WSIPP may only report the program effect  sizes 

from the meta-analysis. Finally, if the research literature has several outcomes measured in multiple studies and some 

outcomes that are measured in only one study which has a limited or non -representative sample, WSIPP may choose to 

include only the outcomes with multiple effect sizes in the benefit -cost analysis. These instances are noted in the meta-

analysis tables on our website. 

  

¶ A òProgram Effect .ó A finding from an individual program evaluation produces an estimate of whether the 

program had an effect on an outcome. For example, a Kð12 tutoring program may improve high school 

graduation rates by four percentage pointsñfrom, say, 75% without  the program to 7 9% with the program. This 

is a program effect. An effectñin this example, a four percentage point gain in the probability of high school 

graduationñcan be monetized directly with the procedures we describe in Chapter 4. If we were only interested 

in conducting a benefit -cost analysis based on the finding of a single program evaluation, we would not need 

the procedures we describe in Chapters 2 and 3. Rather, we would simply observe the percentage point change 

and proceed directly to Chapter 4 to monetize the program effect . 

¶ A òProgram Effect Size .ó WSIPP, however, desires to draw an overall conclusion about a topic by considering 

all credible research studies on the topic, not just  the results of a single study. Because of this, for each program 

evaluation we review, we first convert a program effect into an effect size metric, with the procedures described 

in Chapter 2. With this common metric, we are then able to meta-analyze a collection of studies on a single 

topic . While this process gains us all of the advantages that come from conducting a meta-analysis, the 

downside is that in order to perform a benefit-cost analysis we must re-convert the meta-analyzed effect size 

back into a program effectñmeasured in the natural units of the particular outcome. In other words, a meta-

analyzed effect size cannot be directly monetized by itself; it must first be re-converted into a program effect. 

¶ A òProgram Unit Change .ó For purposes of clarity in this presentation, we call a program effect a òunit changeó 

in order to clearly separate the concept from that of an effect size. This Chapter describes how we compute unit 

changes from the effect sizes we describe in Chapter 2. 



3.1 Effect Size Parameters  from Program Evaluations  

 

As noted in Chapter 2, the WSIPP benefit-cost model monetizes changes to outcomes measured as quantities. For 

example, outcome quantities might be crimes avoided, increases in high school graduation rates, increases in student 

standardized test scores, or reductions in the probability of child abuse and neglect. Depending on whether these 

outcome quantities are measured as dichotomies or on continuous scales, the general information needed to compute 

quantities includes an effect size (ES) and certain Base information about the p opulation being served by a program. This 

is given in the following equation:  

 
σȢρȢρ  ὗ ὪὉὛȟὄὥίὩ 

 

 

In the WSIPP benefit-cost model, Equation 3.1.1 is operationalized with several user-supplied parameters. For each topic 

for which a benefit-cost analysis is to be calculated, these parameters include the following : 

 

Tage average age of a person treated with a program 

Mage1 average age of a person when the first effect size for a particular outcome of the program is measured 

ES1 estimated effect size for a particular outcome of a program at  Mage1 

ESSE1 estimated standard error of the effect size for a particular outcome of a program at  Mage1 

Mage2 average age of a person when a second effect size for a particular outcome of the pr ogram is measured 

ES2 estimated effect size for a particular outcome of a program at  Mage2 

ESSE2 estimated standard error of the effect size for a particular outcome of a program at  Mage2 

Base estimated outcome for the non -treatment group (e.g., the outcome in absence of the program). For 

dichotomous outcomes, this is a percentage; for continuous outcomes, it is the standard deviation of 

the outcome being measured. The Base may change with the age of the participant; it is not necessarily 

a single number. In many cases, the Base increases year-on-year, representing, for example, the 

cumulative likelihood of criminal activity over time, or the cumulative likelihood of child abuse or 

neglect over time. 

 

The user enters the age of the person treated when the first program effect for a particular outcome was measured; we 

call this Mage1. If the user has conducted a meta-analysis, this first measurement age should represent the average 

follow-up period in the underlying program evaluations in the meta-analysis. For example, in juvenile justice literature, 

criminal recidivism typically is measured one or two years following treatment.  The user will also enter the other two 

parameters centered on this first measurement age: the effect size, ES1, and its standard error, ESSE1, as calculated with 

the procedures in Chapter 2. 

 

Next, the user repeats this sequence for a second measurement period for a particular outcome . That is, a user enters the 

age of the person treated when a second program effect was measured or projected; we call this Mage2. Mage2 will 

always be greater than Mage1; it is designed as a way to project the longer run effectiveness of a program. Program 

effects could decay, grow, or stay the same as time passes, following treatment. The second follow-up period allows the 

modeling of the  trajectory of the se longerðrun effects. The user will also enter the other two parameters centered on this 

second measurement age: the effect size, ES2, and its standard error, ESSE2. 

 

Many program evaluations do not measure effect sizes at multiple follow -up periods. Therefore, it is unlikely that the 

second period effect sizes will come from the procedures described in Chapter 2. If, however, the user has conducted a 

meta-regression, it may be possible to make inferences about the longer run effect sizes. As noted in Section 2.7, 

increasingly WSIPP conducts meta-regressions to inform our projection of longer -term program effect sizes. 

 

For example, in the juvenile justice program called Functional Family Therapy (FFT), the assumed treatment age for the 

average juvenile in this program is 17. Next, the user inputs six of the eight parameters for the crime outcome measured 

for FFT. The first effect size is -0.261 and has a standard error of 0.096. For this program, our review of the FFT evaluations 

indicates that the average follow-up period is about two years; thus, we enter age 19 as Mage1. The second effect size,     

-0.261, is entered for age 29 with a standard error of 0.096. In the case of juvenile justice programs, the longer-term 

outcome is the same as that entered at the first follow -up period because our meta-regressions have indicated that 



effects of programs on crime effects do not appear to fade out as time passes. In outcomes in other public policy areas, 

Kð12 student test scores for example, we have found through meta-regressions that test scores effects decay over time. 

The WSIPP model accommodates the modeling of these time-dimensioned outcomes with this two point process .  

 

The user selects the appropriate population for each outcome affected by a program. The actual Base rates for each 

program outcome are input separately  within the model . For example, for education outcomes, the user selects whether a 

program affects all students or low-income populations. This selection will then direct the model to use the base inputs 

(high school graduations rates, test score information, and other parameters) entered elsewhere in the model. 

 

3.2 Monetizable Unit Changes from Effect Sizes  from Program Evaluations  

 

Once these eight parameters are exogenously computed and entered into the mode l software, we follow several steps to 

compute monetizable òunit  changes.ó We begin by comput ing unit changes for each outcome directly measured by the 

program evaluations. The unit changes are the quantity of change in outcomes we can expect from a program or policy, 

compared to th e outcomes of people who do not recei ve the program. 

 

For continuously measured outcomes,  as given by Equations 3.2.1 and 3.2.2, the change in units at the first and second 

measurement ages, Mage1 and Mage2, is calculated simply with a Cohenõs d effect size and a Base variable, which is 

measured as a standard deviation of the outcome measurement.  

 
σȢςȢρ  ὗ ὄὥίὩ ὉὛ 

 

σȢςȢς  ὗ ὄὥίὩ ὉὛ 

 

 

In Monte Carlo simulations, Equations 3.2.1 and 3.2.2 are implemented using random draws from a normal probability 

density distribution with the effect size (ES1 and ES2) and its standard error (ESse1 and ESse2). A common randomly drawn 

seed is used to compute both Qmage1 and Qmage2 for each Monte Carlo case. 

 

For dichotomously measured outcomes,  as given by Equations 3.2.3 and 3.2.4, the change in units (percentage point 

changes in the outcome), Qmage, at the first and second measurement ages, Mage1 and Mage2, is calculated with a D-cox 

effect size and a Base variable, which is measured as a percentage. Exhibit 3.0 provides a numeric example to illustrate 

these procedures for dichotomous outcomes, which is slightly more involved than that for continuous outcomes.  
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σȢςȢφ  ὗ ὃὄὛὗ ὉὛςὉὛςϳ  

 
 

1) We distribute the unit change calculated at Mage1 (Equation 3.2.1) to the ages between Tage and Mage1.  

2) We distribute the unit change calculated at Mage2 (Equation 3.2.2) to ages Mage2 and after.  

3) For ages ranging from Mage1 to Mage2, we linearly interpolate the unit change between Mage1 and Mage2. 



1) Equations 3.2.3 and 3.2.4 compute the percentage change in a dichotomous outcome (QMage1 and QMage2) 

measured at the two ages, Mage1 and Mage2, using the D-cox effect size formula (see Chapter 2). The unit 

change is calculated with the effect sizes at the two ages and is calibrated relative to the base rate for the 

outcome measured at Mage1 and Mage2, respectively. In the example calculation in Exhibit 3.0, we show this 

in columns (2), (3), (5), and (6). 

2) The standard errors (QseMage1 and QseMage2) of the unit changes at Mage1 and Mage2 are calculated using 

equations 3.2.5 and 3.2.6. The standard errors are the absolute value of the product of the unit change 

(Qmage) times the coefficient of variation ( ESse / ES) in the effect sizes at each age. In the example calculation 

in Exhibit 3.0, we show this in columns (3), (10), and (11). 

3) For ages ranging from Tage to Mage1, we distribute  the percentage change calculated at Mage1 to the ages 

between Tage and Mage1 and then multiply the perce ntage change by the base rate at each age. In the 

example calculation below, we show this in columns (8) and (9).  

4) For ages beyond Mage2, we distribute  the percentage change calculated at Mage2 to ages Mage2 and after 

and then multiply the percentage change by the base rate at each age. In the example calculation below, we 

show this in columns (8) and (9).  

5) For ages ranging from Mage1 to Mage2, we linearly interpolate the percentage change between Mage1 and 

Mage2 and then multiply the percentage change by the base rate at each age. In the example calculation 

below, we show this in columns (8) and (9).  

6) For the standard errors in the unit changes for ages ranging from Tage to Mage2, we distribute the 

coefficient of variation calculated at Mage1 and then multiply the coefficient by the unit change at each age. 

In the example calculation below, we show this in columns (10) and (11).  

7) For the standard errors in the unit changes for ages from Mage2 and beyond, we distribute the coefficient of 

variation calculated at Mage2 and then multiply the coefficient by the unit change at each age. In the 

example calculation below, we show this in columns (10) and (11). 

8) When the model is run in Mont e Carlo mode, the unit change is calculated for each year with a normal 

probability density distribution with a mean (column (9) in the example) and the standard error (column (11) 

in the example). A common random seed is used for all years for each draw of a Monte Carlo simulation. 

For these dichotomous outcomes, it is possible with the procedures above to draw an outcome above 1.0 

or below 0. To avoid this illogical draw, we implement bounding rules. If a random draw results in a unit 

change that produces an outcome above 1.0 probability, then that draw is set so that the unit change 

produces an outcome probability equal to 1.0. Similarly, if a random draw results in a unit change that 

produces an outcome below zero probability, then that draw is set so th at the unit change produces an 

outcome probability equal to zero .  



  

Exhibit 3.2.1  

Example of Procedure for Computation of Dichotomous Outcome Unit Changes 

 

age

Load the 

tw o effect 

sizes at 

Mage1 and 

Mage2

Compute 

the 

coeff icient  

of 

variation at 

mage1 and 

mage2

Load base 

rates for 

the 

outcome at 

each 

follow  up 

age

Compute 

the 

treatment 

group rate 

at mage1 

and mage2

Compute 

the unit 

change 

(pct 

points)

Compute the 

percentage 

change

Distribute 

the 

percentage 

change to 

other years

Compute 

Unit 

Change 

(pct 

points)

Distribute 

the 

coeff icient 

of variation

compute 

the 

standard 

error on 

the Unit 

Change

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11)

34 0.240 -0.229 -5.5% 0.500 0.027

35 -0.200 0.500 0.240 0.185 -0.055 -0.229 -0.229 -5.5% 0.500 0.027

36 0.240 -0.083 -2.0% 0.500 0.010

37 0.050 1.000 0.240 0.255 0.015 0.064 0.064 1.5% 1.000 0.015

38 0.240 0.064 1.5% 1.000 0.015

39 0.240 0.064 1.5% 1.000 0.015

40 0.240 0.064 1.5% 1.000 0.015

41 0.240 0.064 1.5% 1.000 0.015

42 0.240 0.064 1.5% 1.000 0.015

43 0.240 0.064 1.5% 1.000 0.015

44 0.240 0.064 1.5% 1.000 0.015

Inputs

34 Tage (age of person at time of treatment)

35 Mage1 (age of person w hen outcome first measured)

-0.200 ES1 (effect size at Mage1)

0.100 SE1 (standard error at Mage1)

37 Mage2 (age of person w hen outcome is measured a second time)

0.0500 ES2 (effect size at Mage2)

0.050 SE1 (standard error at Mage1)

Load the Exogenous 

Information

Compute Changes at Mage1 

and Mage2

Compute Unit Changes and Standard 

Errors for All Years



 

3.3 Linked Effect Size Parameters  

 
As noted in Section 2.1, one of the characteristics of WSIPPõs approach to benefit-cost modeling is the inclusion of 

research that establishes how one outcome is linked to another  outcome. In the expression below, these linkages are the 

relationships between Outcome1 and Outcome2.  

 
    ὭὪ ὖὶέὫὶὥά O  ὕόὸὧέάὩȟ ὥὲὨ ὭὪ ὕόὸὧέάὩ O  ὕόὸὧέάὩȟ     ὸὬὩὲ ὖὶέὫὶὥάᴼ ὕόὸὧέάὩ 

 

The benefit-cost model then uses these linkages to supplement the direct findings from program evaluations  (shown in 

the expression as the direct effect of a Program on Outcome1). The magnitude of these linkages are estimated with the 

meta-analytic procedures describe in Chapter 2, although we do not measure or predict an effect size at a second time 

period (or decay factor). The linkages are computed with the estimated mean effect size and standard error of 

relationships between outcomes measured in evaluation studies, and other monetizable outcomes. For example, crime as 

a juvenile reduces the probability of high school graduation (and the resulting labor market earnings boost that high 

school graduation allows). Crime has an effect size of -0.393 on earnings via high school graduation, with a standard error 

of 0.091. The òage at which relationship beginsó is indicated as 18; this means that the monetary benefits of linked high 

school graduation through crime begin at age 18. This also means that if a program has a direct impact on the crime 

after age 18, then it is too late to activate thes e linked benefits of high school graduation.  

 

In another example, preterm birth increases the likelihood of infant mortality, and thereby reduces the expected labor 

market earnings and other lifetime benefits  for preterm infants compared to full term infants. From a primary analysis of 

Washington State data (described in detail in WSIPPõs Health Care Technical Appendix),
37

 the effect size of preterm birth 

on infant mortality is 1.103 with a standard error of 0.072. Infant mortality by definition occurs  within in the first year of 

life, so we set the òage at which relationship beginsó to 1 and present-value all future expected benefits back to age 1. 

 

For links that do not occur at a specific, consistent point in tim e (such as the effect of alcohol use in middle school on 

future alcohol use disorder), we apply the linked effect to all years following program intervention. We list our current 

estimates for the linkages in this reportõs Appendix. 
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 Westley, E. & He, L. (2017). Estimating Effects of Birth Indicators on Health Care Utilization Costs and Infant Mortality: Technical 

Appendix. Olympia: Washington State Institute for Public Policy. 

http://www.wsipp.wa.gov/ReportFile/1666
http://www.wsipp.wa.gov/ReportFile/1666


3.4 Unit Changes from  Linked Effect Sizes  
 

For linkages between outcomes the user enters a single effect size, standard error, and age of the person to whom the 

measurement applies. To compute the linked unit change from these link effect sizes, we follow analogous procedures to 

those described in Section 3.2, above.  

 

For continuous outcomes, as shown in Equation 3.4.1, the linked unit change at each age is simply the linked effect size at 

LinkAge, multiplied by the standard deviation unit in which the outcome is measured  using the following equation:  

  
σȢτȢρ  ὒὭὲὯὗ ὄὥίὩ ὉὛ  

 

For dichotomous outcomes, as shown in Equation 3.4.2, the linked unit change for linked effect sizes is computed as 

described in the previous section. We first compute the percentage change in the outcome measured for the linked effect 

size at the age of the link supplied by the user, using the D-cox effect size formula (see Chapter 2).  
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3.5 Monetizable Unit  Changes for Benefit -Cost Calculation , When a Linked Outcome is Present   
 

When a linked outcome has been established and entered, the model will use the result to complete the steps in 

expression (on the previous page). As the model runs, it searches for any possible links to the direct program outcomes 

measured, and then implements the procedures in Sections 3.3 and 3.4. The linked unit of change (Program on Outcome2) 

is simply the multiplicative product of the unit change from the program evaluation (Program on Outcome1) and the unit 

change from a relevant link (Outcome1 on Outcome2). We do not currently estimate links from outcomes measured with 

elasticities or semi-elasticities. 

 

To illustrate the computations with hypothetical numbers, suppose that the juvenile justice program Functional Family 

Therapy (FFT) reduces a juvenileõs crime probability of recidivism by ten percentage points. This is the program unit 

change as described in Section 3.2 (Program on Outcome1). Further, suppose that a juvenile that engages in crime has a 

reduced probability of graduating from high school of 20 percentage points. This is the linked unit change as described 

in Section 3.4 (Outcome1 on Outcome2). Then, multiplying these two changes, FFT can be expected to increase the high 

school graduation probability  (Program on Outcome2) by two percentage points (0.10 X 0.20 = 0.02). That is, if the 

evaluations of FFT had measured high school graduation as an outcome, we would have expected the result to have been 

a two percentage point increase in high school graduation probability. When the benefit -cost model is run, Monte Carlo 

simulation is used to estimate this linked relationship and its standard error (with random draws from normally 

distributed mean effects and standard errors for the first two steps in the expression). In the benefit-cost model, the 

benefits of FFT will then be compute for a 10% change in crime outcomes and a 2% change in high school graduation. 

Again, these particular numbers are hypothetical and for illustration purposes only; our actual current estimates for FFT 

are different than this illustrative example. 

  



Chapter 4: Procedures to Estimate Monetary Benefits of Outcome Units 
 

 

As summarized in Chapter 1, the WSIPP model is an integrated set of estimates and computational routines designed to 

produce internally consistent benefit -to-cost estimates for a variety of public policies and programs. The model implements a 

standard economic calculation of the expected worth of an investment by computing the net present value of a stream  of 

estimated benefits and costs that occur over time, as described with the following equation:  

 

τȢπȢρ   ὔὖὠ
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ρ ὈὭί
 

 

 

In this basic model, the net present value (NPV) of a program is the quantity of the outcomes produced by the program or 

policy (Q) in year y, multiplied by  the price per unit of the outcome  (P) in year y, minus the cost of producing the outcome  (C) 

in year y. The lifecycle of the annual cash flows is present-valued to the average age a person is treated (tage) and covers the 

number of years into the future over which they are evaluated (N). The future values are expressed in present value terms 

after applying a discount rate (Dis). An internal rate of return on investment can also be calculated from these annual cash 

flows. As noted, many of the values summarized in Equation 4.0.1 are estimated or posited with uncertainty; we model this 

uncertainty using a Monte Carlo simulation to estimate the riskiness of benefit-cost results.  

 

The first term in the numerator of Equation 4.0.1, Qy, is the estimated number of outcome òunitsó in year y produced by the  

program or policy.  The procedures we use to develop estimates of Qy are described in Chapters 2 and 3. In this Chapter, we 

describe the various methods we use to estimate the price term, Py, in Equation 4.0.1.  

 

4.1 Valuation of Labor Market Outcomes  
 

Several of the outcomes measured in the benefit-cost model are monetized with how a program -induced change in an 

outcome affects lifetime labor market earnings. Measuring the earnings implications of human capital variables is a common 

approach in economics.38 Section 4.1a discusses the common data sources we use for all of the estimates involving labor 

market earnings, including those using a human capital approach as well as those derived from directly measured 

employment and earnings outcomes. Other parts of Chapter 4 present additional outcome -specific parameters, along with 

the computational routines, to produce estimates of labor market earnings.  

  

In the current version of the benefit -cost model, the following outcomes are monetized, in part, with how changes in an 

outcome affect labor market earnings (see Chapter sections in parentheses for more information on each outcome): 

One way the model organizes earnings is by educational subgroup. These educational subgroup calculations are described in 

Section 4.1b. In addition, the benefit -cost model estimates earnings streams and employment rates by populations relevant to 

the workforce at large. These calculations are described in Section 4.1c. Calculations of variations in labor market earnings and 

employment by various health conditions, mental health disorders, and substance use disorders are described in Section 4.1d. 
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 See, for example, Heckman, J.J., Humphries, J.E.,&  Veramendi, G. (2015). The causal effects of education on earnings and health, Working 

Paper March 12, 2015. See also, Rouse, C.E. (2007). Consequences for the labor market. In Belfield, C.R. & Levin, H.M. (Eds.), The price we 

pay: Economic and social consequences of inadequate education (pp. 99-124). Washington, DC: Brookings Institution.; Krueger, A.B. (2003). 

Economic considerations and class size. The Economic Journal, 113(485), F34-F63; and Hanushek, E.A. (2004). Some simple analytics of 

school quality (NBER Working Paper No. 10229). Cambridge, MA: National Bureau of Economic Research. 

¶ High school graduation (Section 4.7) 

¶ Standardized student test scores (Section 4.7) 

¶ Number of years of completed education ( Section 4.7) 

¶ Higher education achievement (Section 4.8) 

¶ Morbidity and mortality costs of alcohol and illicit drug disorders, and regular smoking ( Section 4.4) 

¶ Morbidity and mortality costs of mental health disorders ( Section 4.9) 

¶ Morbidity and mortality costs of health care outcomes ( Section 4.10) 

¶ Morbidity and mortality  costs of child abuse and neglect (Section 4.3) 



The valuation of household production is described in Section 4.1f. Finally, outcomes may directly change earnings or change 

earnings through the probability of employment. These calculations are described in Section 4.1e 

 
4.1a Calculating Earnings  

 

Earnings Data and Related Parameters . In the benefit -cost model, all earnings-related estimates derive from a common 

dataset. The estimates are taken from the outgoing rotation of the  U.S. Census Bureauõs March Supplement to the 

Current Population Survey (CPS), which provides, annually, cross sectional data for earnings by age and by educational 

status.39 To keep the model as simple as possible, we gather òperson variablesó from the CPS summary files: 1) PEARNVAL, 

person total earningsñthis variable measures income from earnings, not total money income and 2) A_AGE, age by 

single year. These data are representative of the U.S. population, not just those living in Washington State.  

 

To prevent our long term earnings projections from being based on a single year of data, a, we compute the average 

employment rates and present-valued earnings across an entire òtrough to troughó business cycle This allows us to avoid 

potential bias from single year earnings and employment data that may be particularly strong or weak.  

 

We use data that attempts to match the November 2001 to June 2009 business cycle as reported by NBER.
40

 We use the 

2002 through 2010 March CPS files, as the March CPS covers earnings for the prior year. The sample was restricted to 

persons age 18 to 65 inclusive and weighted by the CPS march supplement final weight scaled such that the sum of the 

weights is equal to the number of unweighted observations in the data. From this sample, we ran a regression to 

compute average earnings per person by single year of age. We refer to this as CPSEarnAll.  
 

This regression was run in SAS (9.4) using PROC REG as given by the following equation:  

 
τȢρȢρ    Ὁὥὶὲὃὰὰɼπ  ɼρz !'%  ɼςz !'%  ɼσz 92  ɼτz 92  ȢȢȢ ɼρπz92  

 

It is important to note that the average earnings reported are for all people at each age, not just for those with earnings. 

Thus, the CPS data series we include in the model measures both earnings of the earners and the rate of labor force 

participation. This distinction becomes important when we discuss how these earnings estimates are used to monetize 

specific outcomes. The raw CPS earnings data and the fitted curve from the predicted values of the regression are plotted 

below. Numbers are inflated to 2014 dollars using the IPD described in more detail in Section 4.11f. Futher adjustments, 

described below, adjust the data to match the future labor market in Washington.   
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 The data are accessed from the òDataFerrettó application of the US Department of Commerce, Bureau of the Census, available from 

http://dataferrett.census.gov . 
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 A business cycle is the length of time between peaks (times when the economy begins to shrink after growing) or between troughs 

(times when the economy begins to grow after shrinking). The Business Cycle Dating Committee of the National Bureau of Economic 

Research reports peaks and troughs on its website at http://nber.org/cycles/cycl esmain.html. 

http://dataferrett.census.gov/
http://nber.org/cycles/cyclesmain.html


Exhibit 4. 1.1 

 

 

State-specific Adjustment for Wages. We use an adjustment ratio to approximate earnings in Washington State relative 

to the national average. The CPS sampling was not designed to be representative at the state level, so we use information 

from the 1-year American Community Survey Public Use Microdata Sample (PUMS) for the years 2001 to 2009 to match 

the business cycle used in our general earnings calculations from the CPS.
41

 We estimate a similar equation as that on 

earnings level but include a Washington State dummy variable. We divide the predicted earnings including the 

Washington State dummy variable by the observed earning in the whole country .
42

 That percentage differential in 

earnings is used to adjust the national earnings calculated by the CPS to Washington.  

 

Growth Rates in Earnings. Since these CPS data are cross sections for the most recent CPS year, and since our benefit-

cost analysis reflects life-cycle earnings, we also compute an estimate of the long-run real rate of change in earnings. We 

collect the same cross-sectional CPS information for the last six business cyclesñ1971 (with data for 1970) to 2010 (with 

data for 2009).
43

 We adjust the series for inflation using the U.S. Implicit Price Deflator for Personal Consumption 

Expenditures from the U.S. Department of Commerce (see Section 4.11f). We then fit a log-linear model: ln(earnings) = a 

+b(year). We correct for autocorrelation with the SAS Proc AutoReg autoregressive model with two lags. We use the 

coefficients from the model as our real growth rate in earnings.  

 

Employee Benefits. The CPS data are for earnings and do not include employee benefits associated with earnings. To 

measure these additions to earnings, we include an estimate of the ratio of total employee compensation to wage and 

salaries. We compute these estimates from the Bureau of Labor Statistics (BLS) Employer Costs for Employee 

Compensation (ECEC), which is calculated from the National Compensation Survey (NCS).44 The ECEC includes paid leave, 

supplemental pay, insurance, retirement and savings, and legally required benefits.
45

 

  

                                                 
41

Datafiles are downloaded from the US Department of Commerce, Bureau of the Census, available from 

https://www.census.gov/programs-surveys/acs/data/pums.html 
42

The variables in the regression included age, age^2, a WA state dummy and year dummies. In the PUMS, earnings is the sum of two 

variables:  wage and salary earnings (WAGP) and self-employment earnings (SEMP).  
43

We use a sample including persons ages 18-65 for our calculations of the adjustment of Washington State -specific wages and the 

growth in earnings. 
44

U.S. Bureau of Labor Statistics. (2016). Employer costs for employee compensationñDecember 2015 (USDL-16-0463), Washington DC: 

Author. Data retrieved March 30, 2016 from http://www.bls.gov/news.release/pdf/ecec.pdf . 
45

Ibid. 
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Exhibit 4. 1.2 

Earnings Adjustment Parameters, General Population 

  Parameter  Value 

Annual real growth  rates in earnings 0.0137 

Benefits-to-earnings ratios 1.4410 

Annual growth rate in the benefits -to-earnings ratio 0.00041 

Ratio of state to national median earnings 1.036 

 

Exhibit 4.3 displays the quarterly national ECEC ratio of total compensation to total wages for all civilian workers. We fit a 

linear-log model (ratio = a +b(ln(quarter))) to the historical series and then forecast the annual values for 2012 and 2042 

from which we compute a forecast of the annual rate growth in the benefit ratio over the 30 year interval. The 2014 year 

benefit ratio and the calculated growth rate are then entered into the model.   

 

Exhibit 4. 1.3 

 
   

General Mortality Adjustment to Earnings. Within our monetization routines, the change in earnings is estimated by 

comparing the predicted lifetime earnings of a person who experienced a program with the predicted lifetime earnings of a 

person who did not . We use CPS data to represent the predicted earnings of that non -participating person. However, the 

CPS surveys living people, so the numbers do not include the chance that a person has died. Using the general life table 

described in Section 4.11c, we adjust the predicted labor market earnings for the probability of survival in each year after 

participation in a specific program or intervention.  

 

The earnings series is then used in the benefit-cost model to estimate labor market -related benefits of a number of 

outcomes, as described in other sections of this chapter. For example, in each year (y), the basic CPS earnings series is 

adjusted with the factors described above as given by the following equation:  

 

τȢρȢς    ὓέὨὉὥὶὲὃὰὰ

Ὁὥὶὲὃὰὰρ Ὁίὧὃὰὰ Ὂὃὰὰρ ὉίὧὊὃὰὰ ὍὖὈ ὍὖὈϳ ὛὸὥὸὩὃὨὮὃὰὰ )  

ὖὶέὦὒὭὪὩ 

 

In this example, for each year (y) from the age of a program participant  (tage) to age 65, the annual CPS earnings for all 

people (EarnAll) are multiplied by one plus the relevant real earnings escalation rate for all people (EscAll) raised to the 



number of years after program participation, times the fringe benefit rate for all people  (FAll), multiplied by one plus the 

relevant fringe benefit escalation rate for all people  (EscFAll) raised to the number of years after program participation, 

multiplied by a factor to apply the Implicit Price Deflator for the base year dollars  (IPDbase) chosen for the overall benefit-

cost analysis relative to the year in which the CPS data are denominated (IPDcps), multiplied by the ratio of state -to-national 

earnings for all people (StateAdjAll), multiplied by the general probability that the person is alive (ProbLifey) to realize those 

benefits. 

 

4.1b Earnings by Educational Attainment  

 

In addition to the general population, the WSIPP model monetizes the differences in earnings for people of different 

educational levels to calculate the value of educational attainment ( see Section 4.7c and Section 4.8b). We use the CPS 

variable A_HGA, educational attainment by the highest level completed, to subset the sample by education. We perform 

the calculations described in Section 4.1a using subsets of the data sample for four educational status groupings (and 

two subset groupings): 

 

 

For each of these six groups, we replicate the regressions and modeling to determine separate earnings by age 

distributions and different earnings growth parameters, displayed in Exhibits 4.4 and Exhibit 4.5.
46

 We assume that students 

do not earn money for the time spent in higher education, and so for college populations, we set earnings to zero for the  

expected time spent in college (described in Section 4.8b).  

 

The current BLS data for the ECEC does not allow the index to be broken out by education achievement level. Therefore we 

enter the same values for benefits for each educational group. It is, of course, likely that there are differences in the base 

rate and the expected growth rate in benefits by educational level. The model is structured so that these parameters can be 

included in the future when relevant inputs can be located.  

  

                                                 
46

 The CPS does not ask about Associateõs degrees before 1992. To better match our business cycle approach to growth rates in 

earnings, we use the long term growth rate in earnings for the some college population for the two some college subset populations.  

¶ Those who did not report completing high school but completed 7
th

 grade or higher (CPSEarnNHSG) 

¶ Those who reported completing high school with a diploma ( CPSEarnHSG) 

¶ Those with some college but no 4-year degree (CPSEarnSomeCol) 

¶ Those with some college but no degree of any type ( CPSEarnSomeColNoDegree) 

¶ Those with a 2-year degree (CPSEarn2yrDegree) 

¶ Those with a 4-year degree or more (CPSEarn4yrDegree) 



 

Exhibit 4. 1.4 

 
 

Exhibit 4. 1.5 

Earnings Adjustment Parameters by Educational Attainment 

 

7
th

 grade 

to non 

high 

school  

High 

school 

graduate 

only  

Some 

college no 

degree of 

any type  

College 

but less 

than 4-

year 

degree  

2-year 

degree  

4-year 

degree  or 

more  

Annual real growth rates in earnings -0.0062 0.0053 0.0095 0.0095 0.0095 0.0115 

Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441 1.441 

Annual growth rate in the benefits -to-earnings ratio 0.00041 0.00041 0.00041 0.00041 0.00041 0.00041 

Ratio of state to national earnings 1.079 1.074 1.007 1.003 0.986 0.935 

 

These adjustment parameters are applied as described in Equation 4.1.2. Exhibit 4.6 below displays the 2015 projected 

earnings for a program that begins in year 18. 
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Exhibit 4. 1.6 

 
 

4.1c Earnings by Population Characteristics  

 

The WSIPP model also values earnings for populations not defined by educational attainment. For example, WSIPP 

estimates values for some programs that directly target the labor market. We therefore segmented the earnings data into 

sub-populations that closely align with individuals who participate in different types of workforce training programs. To 

create these populations we use the following variables from the March CPS supplement data dictionary: A_WKSLK, A_LFSR, 

A_FAMREL, A_MARITL, and A_HGA. We calculate earnings by age using the methods described in Section 4.1a for four 

workforce subgroups in addition to that for all people : 

 

The calculation of earnings escalation and the state specific adjustment are calculated as the average of the applicable 

calculated earnings by education subgroups. For each of these four groups, we replicate the regressions and modeling to 

determine separate earnings by age distributions and to calculate the percent of the subgroup that is employed (has 

earnings greater than 0). We calculate growth parameters and state adjustment factors based on combinations of relevant 

education subgroups. Our factors are displayed in Exhibits 4.1.7 and Exhibit 4.1.8.  
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¶ Short-term unemployed (nine or fewer weeks), 

¶ Long-term unemployed (more than nine weeks), non-college graduates, 

¶ Not employed single parents, and 

¶ Not employed single parents (HS education or less). 



 

Exhibit 4. 1.7 

 
 

Exhibit 4. 1.8 

Earnings Adjustment Parameters by Workforce Population 

 
All people  

Short -term 

unemployed
1
 

Long-term 

unemployed 

(no college)
2
 

Unemployed 

single 

parents
1
 

Unemployed 

single parents 

(high school or 

less)
3
 

Annual real growth  rates in earnings 0.0137 0.0137 0.0028 0.0137 -0.0005 

Benefits-to-earnings ratio 1.441 1.441 1.441 1.441 1.441 

Annual growth rate in the benefits -to-

earnings ratio 
0.00041 0.00041 0.00041 0.00041 0.00041 

Ratio of state to national earnings 1.036 1.036 1.052 1.036 1.076 

Probability of employment  0.770 0.823 0.679 0.391 0.366 

Notes: 
1
 Subset of all people. 

2
 Average of factors for less than high school, high school graduate, and some college education subgroups. 

3
 Average of factors for less than high school and high school graduate education subgroups. 
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4.1d Earnings and Employment used in Modeling Disease and Disorder    

 

The literature concerning the effects of health conditions , mental health disorders, and substance use on labor market 

earnings predominantly focuses either on the change in employment status or the change in earnings given employment. 

The standard analysis of earnings described in the sections above uses a single number for the average earnings of all 

people whether employed or unemployed. When valuing the changes in labor market earnings due to health conditions, 

mental health, or substance use disorders, we use the general population from the CPS to estimate base parameters (see 

Exhibit 4.1.9). As mentioned in Section 4.1d, to prevent our long term earnings projections from being based on a single 

year of data, we compute the average employment rates and present-valued earnings across an entire òtrough to troughó 

business cycle. This allows us to avoid potential bias from single year earnings and employment data that may be 

particularly strong or weak. We then apply the effect of the condition or  disorder on rate of employment  and the effects 

of the condition or disorder on the level of earnings if employed (compared to the general population). We do this across 

a broad age range (18-65) as well as for a more limited population of older people (50-65). The procedures we use to 

compute the value of earnings for various conditions and disorders are described in detail in Section 4.4d. 

 

Exhibit 4. 1.9 

Base Assumptions for Earnings and Employment, Business cycle  

Developed from 2002-2010 March Supplement of the CPS (2014 dollars) 

 
Mean earnings of 

workers  

SD of earnings of 

workers  

Percent of population 

that works  

Ages 18-65 47,075 56,025 78.04% 

Ages 50-65 56,433 67,018 70.67% 

 

4.1e Valuation of Earnings and Employment Outcomes  

 

This section describes WSIPPõs benefit-cost modeling of labor market outcomes that are measured directly in program 

evaluations, and not estimated via educational attainment, health condition, mental health disorder, or substance use 

disorder. Evaluations of programs such as workforce training strategies often measure the percent change in earnings for 

participants as a result of their participation in the program. Sometimes evaluations also measure changes in employment 

rates.  

 

Earnings. The benefit-cost model directly monetizes changes to labor market earnings. Estimated program effects on 

earnings are calculated with a meta-analysis of elasticity òeffect sizesó which result in an expected percent change in 

earnings. We multiply this estimated percent change in earnings by the projected earnings for the specified population in 

each year (see Section 4.1c for a description of these populations) . After adjusting for loss of earnings due to death in the 

participating population, the percent change is applied to the projected stream of annual earnings for the specified 

population produced by  Equation 4.1.2. 

 

Employment . Some programs do not measure changes in earnings directly. In such situations, we monetize the 

employment rate instead, which requires an extra step and assumption. We estimate the change in earnings caused by a 

program by multiplying the change in employment produced by the program by the expected earnings of a pe rson as 

shown in the following equation:  

 

τȢρȢσ   ὖὠЎὉὥὶὲ
ЎὉάὴ ὖέὴὉὥὶὲ

ρ ὨὭί
 

 

PopEarn is estimated by dividing the expected earnings of the population analyzed by the percent of the population that 

is employed. Because of this extra step required in monetizing employment, we prefer the direct measure of labor market 

earnings, and use that where available.  
  



4.1f  Household Production  

 

In addition to the value of reduced or lost labor market value in the commercial economy, many studies of morbidity and 

mortality costs include estimates of the reduced or lost value of household production . We adopt that approach in our 

model for all of the conditions that have a chance of leading to death (i.e., ATOD, mental health disorders, health 

conditions, child abuse & neglect). The model computes the value of lost household production that might be sh ifted to 

another in the event of death . Monetizing the value of household production is a common procedure in cost -of-illness 

studies.
47 

We estimate 19.5 hours per week for household production. This estimate is based on an assumed 1.5 hours per 

day for housekeeping services, 1.0 hour per day for food preparation, and 2.0 hours per week for household 

maintenance. These estimates are similar to the 21.4 hours per week calculated by Douglass et al., (1990)
48

 The average 

shadow wage rate for these three household services was taken from United State Bureau of Labor Statistics data on 

average wage rates in Washington in 2004 for each service.
49

 

Exhibit 4. 1.10 

Household Production Parameters 

Parameter  Value 

Hours per week 19.5 

Dollars per hour 10.08 

Year of dollars 2004 

Shift parameter intercept 0.4273 

Shift parameter x 0.0183 

Shift parameter x^2  -0.0002 

Year to begin the shift process 18 

Annual probability that someone reattaches to 

some else following death of spouse 
10% 

 

 

 

To compute the household production effect , we begin with the following equation:  

 

(4.1.4)   INFLATIONSHIFTHOURHOURSH aa *Pr*52*$*=  

 

Not all of the value of lost household production is shifted to others if a person dies or is disabled. Some people live 

alone and no one else is required to assume the household production if the person becomes disabled or dies as a result 

of the disorder . We provide an estimate for this with the variable PrSHIFTa, used in the previous equation. This variable 

provides an estimate of the probability that a person at age (a) is not living alone and, if he or she becomes disordered, 

that the value of his or her household production is shifted to someone else. We estimate this probability with nationa l 

data from the same Bureau of Labor Statistics described above. The results of this estimation and are computed with the 

following  equation: 

 

(4.1.5)   
)(

Pr
aa

a
a

GQHH

FHH
SHIFT

-
=  

 

The probability of shifting household production PrSHIFTa in the event of a disorder is given by the total number of 

people in households with family members (FHHa) divided by the total number of people in households ( HHa) (less 

those living in group quarters ( GQa)). Values for all three variables come from the CPS. 

                                                 
47

 See, for example, Max, W., Rice, D., Sung, H., & Michel, M. (2004). Valuing human life: Estimating the present value of lifetime earnings, 

2000 (Paper PVLE2000). San Francisco: University of California, San Francisco. Retrieved June 30, 2011 from 

http://escholarship.org/uc/item/82d0550k#page -1 
48

 Douglass, J., Kenney, G., & Miller, T. (1990). Which estimates of household production are best? Journal of Forensic Economics, 4(1), 25-

45. 
49

 Bureau of Labor Statistics. November 2004 Occupational employment and wage estimates. Retrieved June 30, 2011 from 

http://www.bls.gov/oes/current/oes_wa.htm#b39 -0000. 

http://www.bls.gov/oes/current/oes_wa.htm#b39-0000


 

The annual cash flows of lost household production associated with having a disorder of type t is estimated with the 

following equation:  

 

(4.1.6)    1***)1(*$ 1
1 -+= -
-+ä tpt

y
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p

ypty PPEEERHHP  

 

In this equation, $HPty is the annual cash flow of shifted household production in year y, where y is the number of years 

following participation in a program .  

 

4.2 Valuation of Crime Outcomes  
 

This section describes WSIPPõs benefit-cost model that estimates the monetary value to taxpayers and victims of 

programs that reduce crime. In this Chapter, we describe our methods, data sources, and estimation procedures.  

 

The current version of WSIPPõs model approaches the crime valuation question from two perspectives. First, we compute 

the value to taxpayers if a crime is avoided. Second, we estimate the value to would-be victims of crime, if that  crime is 

avoided.
50

 To model avoided crime costs from these two perspectives, we estimate life-cycle costs of avoiding seven major 

types of crime and 11 types of costs incurred as a result of crime. In addition to computing the monetary value of avoided 

crime, the model estimates the number of prison beds and victimizations avoided when crime is reduced.  

 

To monetize crime, our benefit-cost model uses four broad categories of inputs: 

 

1) Criminal patterns for different populations (Section 4.2a)ñThese patterns serve as the basis for determining the 

timing and magnitude of expected costs or cost savings if a program is demonstrated to change crime 

outcomes. 

2) Criminal justice system probability and length of resource use (Section 4.2b)ñWe estimate the likelihood that 

criminal justice system resources (e.g., prison or jail) will be used when a crime occurs and how long that 

resource will be used.  

3) Victimizations per trip (Section 4.2c)ñTo capture the costs to crime victims, we estimate the total volume of 

reported and non -reported crime associated with a trip through the criminal justice system.  

4) Criminal justice system and victim per-unit costs (Sections 4.2d and 4.2 e)ñWe estimate the cost of each resource 

within the criminal justice system and the cost of crime to victims.  

 
This section begins by describing the methods and data sources used to estimate these four types of inputs, and then 

turns to the computational procedures that produce the avoided costs of reduced crime.  

 

 
4.2a Criminal Patterns  for Different Populations  

 

To estimate the long-run impacts of evidence-based programs on crime, WSIPP combines program effect sizes with crime 

information for various populations in Washington State. To establish the likelihood and timing of crime under usual 

circumstances, we calculate how likely it is for an average person in a specific population (e.g., individuals reentering the 

community from prison) to commit a crime. For the average person in each population who commits at least one crime, we 

estimate how many crimes they commit on average during our follow -up period, and when those crimes occur. We use 15-

year recidivism trends for populations involved in the criminal justice system; for the general populations, we estimate the 

probability of obtaining a conviction over the l ife-course (50 years).  

 

                                                 
50

 There are other costs of crime that have been posited by some commentators and analysts, including private costs and other public 

sector costs. WSIPPõs current model does not address these additional cost categories. Future versions of this model may incorporate 

some of these additional cost categories. 



Crime Parameters. WSIPPõs crime population parameters come from our analysis of our criminal history database, which 

combines data from the Department of Corrections and the Administrative Office of the Courts.
51

 Exhibit 4.2.1 presents 

an example of the calculations we perform to determine the following information for each of the populations:  

Cumulative Conviction Rate. We estimate the cumulative conviction rate for felony and misdemeanor crime in 

Washington over the 15-year (recidivism) or 50-year (life-time offense) follow-up period. We use our criminal history 

database to identify the first conviction for individuals during the follow up period, and compute the cumulative 

conviction rate using a fitted fourth -order polynomial  or lognormal density distribution. These conviction rates become 

the òbaseó rates used to calculate the unit change of the program effect in each year of follow -up (see Section 3.2).  

 

Total Trips through the System. We calculate the average number of  ótripsó through the criminal justice system during the 

follow-up period for each population. Each trip represents a single interaction with the criminal justice system, based on a 

grouping of court case numbers and date of conviction. We classify these trips into òtrip typesó based on the most serious 

offense for that trip. The mutually exclusive categories from most serious to least serious are murder, sex, robbery, assault, 

property, drug /other , and misdemeanor. 

 

Trip Type Probability. For people who do commit crimes during the follow -up period, we calculate the average probability of 

each trip type across all trips that occurred.  

 

Trip Timing. For those persons who incur at least one trip , we compute the average distribution of the tri ps in time using 

a probability density distribution modeled with  either a fourth-order polynomial or lognormal distribution . This timing 

function distributes the number of trips through the system in time during the follow -up period. 

 

Exhibit 4. 2.1 

Crime Parameters from Example Population: Adult Prison (General) 

Population  
Number of 

follow -up years 

Number 

of Trips in 

follow -up 

period  

Cumulative recidivism/crime over 

the period  

Hazard r ate: t iming of  

recidivism/crime  

Adult prisonñGeneral 15 4.92 

 4th order polynomial  4th order polynomial  

Constant 0.176274 0.192420 

X  0.165020 -0.053450 

X
2
 -0.024989 0.008429 

X
3
 0.001725 -0.000605 

X
4 -0.000044 0.000016 

Crime b ase population parameters  Murder  
Felony sex 

offenses 
Robbery  

Aggravated 

assault 

Felony 

property  

Felony 

drug /other  

Misde - 

meanor  

Distribution of average trips where most 

serious recidivism or crime offense within 

that trip is: 

0.003 0.007 0.019 0.076 0.161 0.189 0.546 

 

Criminal Justice -involved Populations. Recidivism is defined as any offense committed after release to the community, 

or after initial placement in the community, that results in a conviction in Washington State from adult or juvenile court.
52

 

In addition to the 15 -year follow-up period, a one-year adjudication period is added to allow for court processing of any 

offenses that occur at the end of the follow -up period .  

 

We collected recidivism data on five populations who became òat-riskó for recidivism in the community during calendar 

years 1993-1999. For adults, we observe recidivism patterns for 1) individuals sentenced and released from Department 

of Correctionsõ (DOC) facilities and 2) individuals sentenced directly to DOC community supervision. For juveniles, we 

observe recidivism patterns for 3) youth released from Juvenile Rehabilitation Administration (JRA) facilities, 4) youth 

sentenced to diversion through  local-sanctioning courts, and 5) youth sentenced to detention/probation through local -

sanctioning courts. We calculated separate crime distributions for each offender population.  
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WSIPPõs criminal history database was developed to conduct criminal justice research at the request of the legislature.  

52
 Barnoski, R. (1997). Standards for improving research effectiveness in adult and juvenile justice. (Doc. No. 97-12-1201). Olympia: 

Washington State Institute for Public Policy, p. 2. 

http://www.wsipp.wa.gov/Reports/447
http://www.wsipp.wa.gov/Reports/447


We further break down the general populations into risk for reoffense categories . Risk for reoffense is calculated using 

criminal history data to determine offendersõ probability of future reoffense, and grouped into low, moderate, and high 

risk categories.
53

 Additionally, we created and analyzed adult and juvenile sex offender populations based on the most 

serious current offense of conviction prior to the 15 -year follow-up period .  
 

General Population. To determine the impact of prevention programs on future crime, we calculate the probability that 

a person obtains a conviction over the life-course. Using WSIPPõs criminal history database, we select individuals who 

were born between 1974 to 1977 (n=354,941) and were convicted of a felony or misdemeanor to determine how many 

people were convicted at age 8, age 9, age 10, and so on. The 1974 to 1977 birth cohort s allow us to use more than a 

single birth year and give us a long follow -up period (38 years). We extend the observed 38-year follow-up period with a 

probability density function  to approximate a 50-year follow-up period.  

 

In our general population calculations, the number of trips per person is the total number of trips divided by the total 

unique persons observed the each cohort. The distribution of trips over time for all cohorts within the follow up period 

determines trip timing, while the observed trip type determines trip probability. Our cumulative conviction rate is 

calculated with a series of adjustments. For each cohort, we use state populatio n data from the Office of Financial 

Management to abstract the number of people living in Washington State in that birth  cohort year for each follow-up 

year. However, we adjust for whether the first trip observed for an  individual is the true first trip in Washington State for 

that person. Since people move into and out of Washington, we need to account for the fact that many of our observed 

first-time individuals with a trip in the criminal justice system  may have already been involved elsewhere before being 

convicted in Washington. We adjust the numbered of observed people with first trips in the criminal justice system using 

data from the 1997 National Longitudinal Survey of Youth (NLSY97). We compute a ratio of the fi rst conviction compared 

to any conviction in a year and we apply that ratio to adjust our observed first trips in the Washington data .
 54 

 

In addition to calculating the criminal patterns for a general population, we use this population  as the basis for estimating 

three sub-populations , including a general population for : 1) adults, 2) low-income individuals, and 3) low-income 

women. We use the criminological information obtained from each of these sub -populations to serve as the base rate for 

estimating program effects serving these populations in Washington. 

 

General Population  of Adults. Using the general population just described, analysis reveals that individuals are more 

likely to commit crime earlier in life (e.g., before age 30) rather than later. When estimating the effects of programs that 

measure crime committed by individuals in the general population greater than age 29, we use a different number of 

trips and crime type distribution to estimate the base likelihood of a trip occurring, as well a s the distribution of trip 

types. We adjust our assumptions for the general population described above to account for crime that have may already 

have occurred. To make this adjustment, we calculate the average trips per person with a conviction and the types of trips 

for the later years (>29) in our birth cohorts.  

 

General Population  of  Low-Income  Individuals . We also estimate criminological information for a low income 

population by adjusting the general population described above using poverty and arrest data from the National Survey 

on Drug Use and Health.
55

 Specifically, we estimate for the low-income population 1) a new base conviction rate over the 

life-course and 2) the probability of being convicted  for a certain crime.  

 

To do this, we use multivariate logistic regression analysis to determine the effect of poverty on crime with arrests as the 

dependent variable and poverty as the independent variable along with relevant control variables (See Exhibit 4.2.2). 

Poverty is measured as less than 200% of the federal poverty threshold. The coefficient from this model indicates that 
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poverty is significantly related with a greater likelihood of crime ( Ȃ = 0.803, p < 0.0001). We use the coefficient to adjust 

the base conviction rate (Base) for each year y over the life-course using the following equation:  

 

τȢςȢρ  ὃὨὮὄὥίὩ 
Ὡ ὄzὥίὩ

ρ ὄὥίὩὄὥίὩzὩ
 

 

We adjust the probability of being convicted for a certain type of crime by conducting individual multivariate regression 

analyses for arrests for a violent crime, arrests for a property crime, arrests for a drug crime, and arrests for other crime. 

We take the ratio of the odds ratios for each of those crime categories relative to  the total poverty effect  and multiply  the 

ratio of odds ratios by the crime probability for the non -offender population . We then normalize the trip crime type 

distribution to equal one. Our coefficients are displayed in Exhibit 4.2.2. 

Exhibit 4.2 .2 

Effect of Poverty on Arrests 

                      Type of arrest  

            Any      Violent  Property          Drug        Other  

Intercept -4.717 -6.457 -7.024 -7.062 -5.111 

Poverty 0.803 1.013 1.126 0.630 0.653 

Male 1.148 1.213 0.726 1.039 1.196 

Age 12-13 -1.095 -0.269 0.623 0.038 -2.160 

Age 14-15 0.157 0.734 1.606 0.769 -0.667 

Age 16-17 0.598 0.850 1.847 1.525 -0.160 

Age 18-20 1.058 0.864 1.904 1.827 0.700 

Age 21-25 0.978 0.772 1.277 1.908 0.733 

Age 26-34 0.676 0.645 1.498 0.880 0.517 

Black 0.462 0.653 0.286 0.512 0.321 

Native American 1.008 1.613 -0.168 0.601 0.815 

Pacific Islander 0.161 -0.253 -0.666 -0.444 0.443 

Asian -1.615 -3.029 -2.317 -1.766 -1.235 

Hispanic 0.052 0.299 -0.202 -0.496 0.094 

Married -1.019 -1.172 -1.027 -1.291 -0.990 

Model Fit 0.750 0.752 0.734 0.778 0.746 

 Note: 

All variables were statistically significant for all models at p < 0.001. 

 

Female Populations ð General and Low-Income . We also estimate separate criminological information for female 

populations. WSIPP follows the same steps as for the general population and low income criminological parameter 

estimation described above, but limits the data used in the analyses to women. Exhibit 4.2.3 contains the regression 

results limiting our NSDUH sample only to women. 

  



Exhibit 4.2 .3 

Female Population ð Effect of Poverty on Arrests  

                      Type of arrest  

            Any      Violent  Property          Drug        Other  

Intercept -5.030 -7.076 -7.943 -7.101 -5.309 

Poverty 1.062 1.223 0.986 1.191 0.980 

Age 12-13 -0.242 1.239 1.775 1.124 -2.821 

Age 14-15 0.886 1.658 3.007 1.316 -0.319 

Age 16-17 1.199 1.522 3.187 0.872 0.515 

Age 18-20 1.400 1.604 3.015 1.457 0.891 

Age 21-25 1.234 1.587 2.346 1.565 0.839 

Age 26-34 1.171 1.150 2.882 1.140 0.841 

Black 0.025 0.584 -0.128 -1.155 -0.066 

Native American 0.766 0.641 -0.322 0.655 1.003 

Pacific Islander -1.502 -0.216 -2.314 -14.514 -1.868 

Asian -1.653 -2.237 -1.842 -14.290 -1.285 

Hispanic -0.371 0.321 -0.482 -0.791 -0.608 

Married -0.848 -1.762 -0.629 -0.746 -0.844 

Model Fit 0.725 0.747 0.727 0.684 0.714 

Note: 

All variables were statistically significant for all models at p < 0.001 with the exception of Pacific Islander. 

 

 

4.2b Criminal Justice Probability and Length of Resource Use  

 

Not all crime is reported to, or acted upon by, the criminal justice system. When crimes are reported by citizens or 

detected by police or other officials , however, the use of taxpayer-financed resources begins. The degree to which these 

resources are used depends on the crime as well as the policies and practices governing the criminal justice systemõs 

response. Once a person is convicted for a criminal offense, sentencing policies and practices in Washington affect the 

use of different local and state criminal justice resources. In this section, we describe how we estimate the 1) probability 

of each criminal justice system resource use, and 2) the number of years the resource will be used for.  

 

Exhibit 4.2.4 below displays how criminal justice resources in Washington State are used in response to crime. We 

estimate the likelihood that criminal justice system resources (e.g. jail, prison) will be used when a crime occurs and the 

number of years the resource will be used (i.e., length of stay). For example, if an aggravated assault occurs, we estimate 

the chance that a person convicted of that crime will receive a prison sentence and how long the sentence will be. We 

updated these estimates using the most recently available Washington State data. This information is displayed in the 

first block of Exhibit 4.2.4. We estimate these parameters for ten types of criminal justice system resources. When 

possible, we calculate separate estimates for each of the seven crime types.
56

 

 

The WSIPP model examines crime on a per trip basis, meaning that we group convictions by distinct times where 

someone enters and leaves the criminal justice system. The information displayed below is on a per-trip basis, which 

means that it is the probability and amount of a resource that a person uses per trip (i.e., a person could have a trip for 

robbery that also includes consequences of a conviction for assault). The probability of jail for robbery represents the 

probability that anyone who has committed a robbery as the most serious crime within a trip through the system uses the 

jail resource. The estimates for each row in the exhibit are described below. 

 

Juvenile Detention (with local or state sentence).  The average length of stay for juvenile detention (9.8 days) was 

calculated by the Administrative Office Courts based on all youth whose detention stay ended in calendar year 2016.
57

 

The data could not be broken down by the type of sentence served (local or state sentence). The probability of resource 

use was based on an earlier survey of juvenile courts conducted by WSIPP.
 58
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Our modelõs counting methodology begins at the initiation of a conviction (via a trip within the criminal justice system). Thus, for police 

and courts, we set the probability and number of years for these resources to 1.  
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Juvenile Local Supervision. The probability of local supervision (probation) for youth in the criminal justice system and the 

average length of stay on probation was also estimated from a survey of juvenile courts conducted by WSIPP.
59

 

 

Juvenile State Institution. The average length of stay in a juvenile state institution was estimated using data obtained from 

the Sentencing Guidelines Commission.
60

 

 

Juvenile State Supervision. The average length of stay on juvenile parole was estimated using data obtained from the 

Juvenile Rehabilitation Administration.
61

 We calculated the average length of stay on juvenile parole based on youth who 

released from an institution to parole during fiscal years 2011 and 2012. 

 

Adult Jail, With Local Sentence. The probability of jail and the average length of stay in jail for local sentences was 

estimated using data obtained from the Sentencing Guidelines Commission. We calculated the length of stay based of 

persons sentenced during fiscal years 2011 to 2015. 

 

Adult Jail, With Prison Sentence. Analysis from the Department of Corrections on the credit for time served in jail was used 

to estimate the total length of stay in jail prior to prison.
62

 

 

Adult Community Supervision and Adult Post-Prison Supervision. The probability of resource use and average length of 

stay for community supervision were obtained using data from the Sentencing Guidelines Commission.
63

 We calculated 

these inputs for the two  types of supervision based of persons sentenced during fiscal years 2011 to 2015. 

 

Adult Prison. The estimates for the probability of resource use and average length of stay in prison were calculated using 

sentencing data obtained from the Sentencing Guidelines Commission for Fiscal Years 2011 to 2015. The average time 

actually served is often shorter than the original sentence as a result of good or earned time reductions to some prison 

sentences.
64

 Exhibit 4.2.4 shows the average prison length of stay, which is computed by multiplying the sentence length 

of stay by an average percentage good/earned time reduction. The data for average sentence reductions, by crime type, 

were obtained from an analysis by the Washington State Department of Corrections.
65

 

 

Technical Violations. The Department of Corrections provided the length of stay in confinement, 12 days, either in prison 

or jail for persons who violate the terms of their community supervision. This estimate is used for those who are 

sentenced directly to supervision as well as for those who serve supervision after being released from prison. 

 

Age When a Juvenile Is First Tried in Adult Court. Under Washingtonõs current laws, the age at which a 

youth is considered an adult varies by specific types of crimes. The last row in Exhibit 4.2.4 contains the maximum age for 

juvenile court jurisdiction for each type of crime. The model uses the information in Exhibit 4.2.4 as representative of the 

typical decisions made pursuant to current Washington State law. This information is used to determine which type of 

resources should be modeled in each year of an individualõs modeled crime path. 
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Exhibit 4.2.4  

Use of Crime Resources by Crime Type 

Resource 

Murder  

Felony 

sex 

crimes 

Robbery  
Aggravated 

assault 

Felony 

property  

Felony 

drug / 

other  

Misdemeanor  

Probability of resource use, given a crime (by type of crime)  

Police 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Courts 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Juvenile local detention 0.14 0.54 0.32 0.66 0.85 0.86 0.98 

Juvenile local supervision 1.00 1.00 1.00 1.00 1.00 1.00 0.00 

Juvenile state institution 0.86 0.46 0.68 0.34 0.15 0.14 0.02 

Juvenile state supervision 1.00 1.00 1.00 1.00 1.00 1.00 0.00 

Adult jail  0.02 0.40 0.24 0.54 0.59 0.63 0.000 

Adult local supervision 0.81 0.84 0.79 0.68 0.26 0.62 0.000 

Technical violation - local supervision 0.31 0.31 0.31 0.31 0.31 0.31 0.000 

Adult state prison 0.98 0.60 0.76 0.46 0.41 0.37 0.000 

Adult post -prison supervision 0.91 0.66 0.88 0.67 0.38 0.59 0.000 

Technical Violation ð state 

supervision 
0.31 0.31 0.31 0.31 0.31 0.31 0.000 

Number of years of resource use, if the resource is used (by type of crime)  

Police 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Courts 1.00 1.00 1.00 1.00 1.00 1.00 1.00 

Juvenile local detention, for local 

sentence 
0.03 0.03 0.03 0.03 0.03 0.03 0.03 

Juvenile local detention, for state 

sentence 
0.03 0.03 0.03 0.03 0.03 0.03 0.03 

Juvenile local supervision 0.57 0.57 0.57 0.57 0.57 0.57 0.57 

Juvenile state institution 1.65 0.90 0.96 0.67 0.53 0.63 0.19 

Juvenile state supervision 0.47 1.49 0.44 0.45 0.48 0.55 0.47 

Adult jail, for local sentence 0.46 0.58 0.50 0.34 0.24 0.23 0.00 

Adult jail, for prison sentence 0.80 0.48 0.46 0.46 0.38 0.32 0.00 

Adult local supervision, jail sentence 1.18 2.25 1.07 1.09 1.24 1.12 0.00 

Technical violation -local supervision 0.03 0.03 0.03 0.03 0.03 0.03 0.00 

Adult state prison 16.46 4.44 3.98 2.78 1.81 1.53 0.00 

Adult post -prison supervision 2.48 6.33 1.53 1.46 1.16 1.18 0.00 

Technical violation ðstate supervision 0.03 0.03 0.03 0.03 0.03 0.03 0.00 

Age when a juvenile is first tried in adult court  

Age 16 16 16 18 18 18 18 

 

4.2c Estimates of Victimizations per Trip  

 

In addition to criminal justice system costs, WSIPP estimates the number of victims and the associated costs of 

victimization. To account for these costs, we estimate the number of victims when a trip occurs in the criminal justice 

system using a combination of data from Washington State and national data sources. 

 

When a crime occurs, multiple offenses may be processed simultaneously as a trip within the criminal justice system. We 

use these observed events as one basis for counting victimizations. We consider these victims associated with processed 



crimes as òknown victims.ó For every trip processed by the criminal justice system, there are likely other undetected 

crimes that also have victims, and some of these undetected crimes are likely perpetrated by individuals processed 

through the criminal justice system. We consider victims of these undetected crimes òadditional victims,ó as described 

below. 

 

Known Victims per Trip. We estimate the known number of victims per trip using information about convictions from 

WSIPPõs criminal history database. As described previously, our modeling approach is based on the unit of a trip within 

the criminal justice system. We classify trips hierarchically so that a trip of a particular crime type has only convictions of 

that crime type or a less serious type of crime associated with it. Using WSIPPõs criminal history database, we calculate the 

average number of convictions for each trip by t he most serious offense and lesser ranked offenses (i.e. a trip through the 

criminal justice system where the most serious conviction is for robbery may also include convictions (and victims) for 

assault and property crime). We assume number of convictions as a proxy for the number of victims associated with each 

trip. We assume zero victims for trips where the most serious offense is drug/other or misdemeanor. See Exhibit 4.2.5 

below. 

 

 Exhibit 4.2.5  

Known Victims by Trip Type 

    Trip type: Most serious crime associated with a trip  

  
 

Murder 
Felony sex 

crime 
Robbery 

Aggravated 

assault 

Felony 

property  

Victim 

type: 

Victims 

per 

trip 

type  

Murder 1.20 

    Felony sex crime 0.01 1.64 

   Robbery 0.09 0.03 1.26 

  Aggravated assault 0.51 0.08 0.36 1.24 

 Felony property 0.05 0.03 0.20 0.20 1.71 

 

Additional Victims per Trip. Nearly all of the effect sizes computed from programs and policies impacting crime 

describe official measures of criminal activity, such as convictions or arrests. Given reporting rates from the National 

Crime Victim Survey (NCVS), the number of crime victims using the observed victims per trip data is smaller than the 

òrealó number of victims in Washington. These additional victims are likely not tracked or acted on by the criminal justice 

system. We believe that some proportion of the victims who are unaccounted for by crimes processed through the 

criminal justice system are due to undetected crimes that are committed by the same perpetrators responsible for the 

trips captured by our analysis.  

 

To estimate the total number of victimizations (both known and additional) per officially reported crime, WSIPPõs benefit-

cost model uses additional information . We calculate the total number of crimes of each type that occur in a year, 

calculate how many of those crimes are those observed in the criminal justice system data, and assign some proportion 

of the unobserved crimes to the known trips. Parameters displayed in Exhibit 4.2.6 are described below.  

  



Exhibit 4.2.6  

Estimation of Additional Victims  

 Victim type 

FBI UCR data Murder  Rape Robbery  
Aggravated 

assault 
Burglary  Theft  

Motor 

vehicle 

theft  

Years of 

data 

Number of statewide crimes reported to police  185 2,146 5,667 11,917 56,515 169,471 27,479 2011-2015 

Multiplicative adjustment to align with felonies  1.000 2.410 1.000 1.000 1.000 0.235 1.000 
 

Victimization n umbers                  

Calculated adjusted crimes reported to police 185 5,172 5,667 11,917 56,515 39,826 27,479 
 

Percent of crime reported to police 1.0 0.307* 0.626 0.627 0.549 0.685* 0.779 2011-2015 

Calculated estimate of statewide felony crimes 185 16,589 9,050 19,000 102,978 138,465 35,284 
 

 Murder  

Felony 

sex 

crime  

Robbery  
Aggravated 

assault 
Felony p roperty   

Unreported victims 0 15,101 7,715 10,349 178,407  

Percent of other crimes to assign to known trips  0.00 0.20 0.20 0.20 0.20  

Additional victims to distribute over trips   3,020 1,543 2,070 35,681  

Note: 

*These numbers rely on data from U.S. Department of Justice/Bureau of Justice Statistics. (2008). Criminal Victimization in the United States, 2006 

Statistical Tables. National Crime Victimization Survey. 

 

Number of Statewide Crimes Reported to the Police. Uniform Crime Report (UCR) data for all policing agencies are 

obtained from the Washington Association of Sheriffs and Police Chiefs. We adjust the data to account for non-reporting 

agencies. The data are then aggregated to statewide annual estimates. 

 

Multiplicative Adjustment to Align UCR Data with Washington Felonies. Two of the UCR-reported crime categories, rape 

and felony theft, do not align with felony conviction data as defined by the Revised Code of Washington . Thus, we apply 

a multiplicative adjustment factor to align reported crimes with felony convictions.  

 

Rape, as defined by the UCR, does not include other sexual assaults, sexual offenses with male victims, or victims under 

the age of 12. We adjust UCR reported rapes using NCVS data to estimate male victims
66

 and other sexual assaults.
67

 

Data from the National Incident Based Reporting System are used to adjust for the percentage of all sex offenses where 

victims are under age 12.
68

   

 

Theft is adjusted to include only thefts valued at $750 or more, the cutoff for a felony theft, as defined by the Revised 

Code of Washington. We use NCVS data of thefts reported to the police to estimate this figure. 69  

 

Percentage of Crimes Reported to the Police. We adjust our victimization estimates to include crimes not reported to the 

police using reporting rate data obtained from the NCVS.70 We adjust the percentage of crimes reported to police from 

the NCVS for sex offenses and theft offenses differently to ref lect the multiplicative adjustment to align UCR data with 

Washington felonies. 

 

Percentage of other crimes to assign to known trips. This number represents what percent of unreported victimizations we 

believe are associated with observed crime trips. A value of zero would imply that those convicted of crimes are not 
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responsible for unobserved crime, while a value of one would imply all crimes, reported and unreported,  are attributed to 

those convicted. To our knowledge, no research exists to date that indicates the appropriate value. We apply a òbest 

guessó estimate of 20% for most crime types.
71

  

 

Variance in Ratios of Other Victims per Trip. Because the additional victims per trip is estimated with considerable 

imprecision, we use a triangular distribution to bound the expected value in Monte Carlo simulation s discussed in 

Chapter 7. We have chosen a lower bound of 0% and a higher bound of 40% . 

 

The estimates in the Exhibit 4.2.6 above reflect the total number of victims of e ach type of crime to be distributed over 

the trip types. We make the assumption that each trip type is only associated with crimes of that type or less serious 

crimes. Additional victims are distributed among those who have a trip type of an offense or a m ore serious type of 

offense based on the total number of observed number of victims created by each type of crime trip. The following 

exhibit shows these òunobserved victimsó by type of crime trip and type of victim. 

 

Exhibit 4.2.7  

Additional Victims by Trip Type 

    Trip type: Most serious crime associated with a trip  

    Murder 
Felony sex 

crime 
Robbery 

Aggravated 

assault 

Felony 

property  

Victim 

type: 

Victims 

per trip 

type  

Murder 0 

    Felony sex crime 0.01 2.50 

   Robbery 0.09 0.03 1.29 

  Aggravated assault 0.11 0.02 0.08 0.26 

 Felony property 0.08 0.05 0.35 0.36 2.99 

 

We combine the òknown victimsó and òadditional victimsó to estimate the number of victims per trip. 

 

Exhibit 4.2.8  

Total Victims by Trip Type 

    Trip type: Most serious crime associated with a trip  

  

 

Murder 
Felony sex 

crime 
Robbery 

Aggravated 

assault 

Felony 

property  

Victim 

type: 

Victims 

per trip 

type  

Murder 1.20     

Felony sex crime 0.02 4.14    

Robbery 0.18 0.06 2.55   

Aggravated assault 0.61 0.10 0.43 1.51 

 Felony property 0.13 0.08 0.55 0.56 4.70 

 

 
4.2d Criminal Justice System Per-Unit Costs   

 

In WSIPPõs benefit-cost model, the costs of the criminal justice system paid by taxpayers are estimated for each 

significant part of the publicly financed system in Washington. The sectors modeled include the costs of police and 

sheriffs, superior courts and county prosecutors, local juvenile corrections, local adult corrections, state juvenile 

corrections, and state adult corrections. The estimated costs include operating costs and annualized capital costs for the 

capital-intensive sectors. As noted, we also include estimates of the costs of crime to victims. 

 

For criminal justice system costs, the estimates are marginal  operating and capital costs.
72

 Marginal criminal justice costs 

are defined as those costs that change over a period of several years as a result of changes in a crime workload measure. 

Some short-run costs change instantly when a workload changes. For example, when one prisoner is added to the state 
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 As shown in Exhibit 4.2.6, we do not model additional unreported murder victims. 
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 As noted, a few average cost figures are currently used in the model when marginal cost estimates cannot be reasonably estimated. 



adult corrections system, certain variable food and service costs increase immediately, but new staff are not typically 

hired right away. Over the course of a governmental budget cycle, however, new correctionsõ staff are likely to be hired to 

reflect the change in average daily population of the prison . In WSIPPõs analysis, these òlonger-runó marginal costs have 

been estimated. The longer-run marginal costs reflect both the immediate short -run changes in expenditures, as well as 

those operating expenditures that change after governments make adjustments to staffing levels, often in the next few 

budget -writing cycles. 

 

Exhibits 4.2.9 and 4.2.27 display WSIPPõs benefit-cost parameters for per-unit costs for the 11 sectors and seven types of 

crime modeled. In this section, we describe the methods used to obtain these per-unit cost estimates and the uncertainty 

around the estimates.  

 

Marginal Costs and Escalation. We conducted time-series analyses of each criminal justice system resource of either 

panel data for Washingtonõs 39 counties or statewide annual data. In previous iterations of WSIPPõs benefit-cost model, 

we obtained one point estimate from one model specification to be used as the cost estimate for each criminal justice 

system resource. Rather than relying on the results of one regression model, we improve our cost estimates by testing a 

variety of model specifications for each resource.
73

 We then average the coefficients across all the models for that 

resource to obtain our point estimate.  This approach has two advantages. First, it allowed us to implement a variety of 

regression models given our understanding of the specific budget and process, including various differenced, county 

population weighted, and lagged regression models so as to not rely on one model specification. Second, by averaging 

these coefficients, we obtained a standard deviation around each of the 11 criminal justice system estimates, which were 

used to estimate uncertainty for each resource-specific unit cost. We use this uncertainty when running Monte -Carlo 

simulations in our benefit-cost model (see Chapter 7). 

 

For each resource used, we computed an estimate of the average annual real escalation rate in costs by estimating a 

linear trend for each data series. From this line, we compute the predicted values for the first and last years of data and 

calculate the average escalation rate for the observed years, using the following formula, where FV is the predicted cost 

in the last year of data, PV is the predicted cost in the earliest year of data, and N is number of  years between the two. 

 

τȢςȢς ὙὥὸὩ ὊὠȾὖὠȾ  

 

Exhibit 4.2.9  

Marginal Operating Costs by Crime Type 

  

Murder  

Felony 

sex 

crimes  

Robbery  

Agg -

ravated 

assault 

Felony 

property  

Felony 

drug  

Misde -

meanor  

Year of 

dollars  

Annual real 

escalation 

rate  
 Resource 

  
Police 1,120 1,120 1,120 1,120 1,120 1,120 1,120 2015 0.000 

Juvenile local detention 51,147 51,147 51,147 51,147 51,147 51,147 51,147 2015 0.043 

Juvenile local supervision 2,262 2,262 2,262 2,262 2,262 2,262 2,262 2015 0.075 

Juvenile state institution  44,558 44,558 44,558 44,558 44,558 44,558 44,558 2015 0.014 

Juvenile state parole 9,645 9,645 9,645 9,645 9,645 9,645 9,645 2015 0.032 

Adult jail 16,776 16,776 16,776 16,776 16,776 16,776 16,776 2015 0.020 

Adult local supervision 3,296 3,296 3,296 3,296 3,296 3,296 3,296 2015 0.075 

Adult state prison 13,553 13,553 13,553 13,553 13,553 13,553 13,553 2015 0.001 

Adult post -prison supervision 3,296 3,296 3,296 3,296 3,296 3,296 3,296 2015 0.075 

Courts 152,378 18,770 9,865 4,877 201 201 201 2009 0.020 
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 For each criminal justice system resource for which we estimated a time-series regression model, we ran a series of tests to address 

non-stationarity. Depending on the type of data (state level or panel), we used the Augmented Dickey-Fuller and the Im-Pesaran-Shin 

tests to test for unit roots an d we used the Engle-Granger and Westerlund methods to test whether the dependent and independent 

variables were cointegrated. In some circumstances, we observed stationarity even after differencing, demeaning the data, or using time 

trends. Although stationarity is not optimal, because our estimates were reasonable compared with past analyses, we believe these 

results are practical estimates in the absence of any information. 



 

 

Police and Sheriffõs Office Per-Unit Costs. This section describes the steps we use to estimate the annual marginal 

operating costs of local police agencies in Washington State, along with the expected long-run real rate of change in 

these costs. These cost parameters are shown in Exhibit 4.2.9. 

 

From the Washington State Auditor, we collected local city and county police expenditure data for 1994 to 2014, all years 

electronically available as of winter 2016. The Auditorõs data for the expenses include all local police expenditures (Budget 

and Reporting System (BARS) code 521). We excluded the Crime Prevention (BARS 521.30) subcategory since it was an 

irregular expenditure. These nominal annual dollar amounts were adjusted to 2015 dollars using the US Implicit Price 

Deflator for Personal Consumption Expenditures from the US Department of Commerce. 

 

We also collected arrest information for Washington police agencies from the National Archive of Criminal Justice Data 

maintained by the University of Michigan. 74 Data were collected for calendar years 1994 to 2014, the earliest and latest 

years available as of December 2016.  

 

The arrest data do not include the traffic operations of local police agencies. To capture this information , we obtained 

data from the Washington State Administrative Office of the Courts on the number of traffic infraction filings in county 

courts. 

 

We aggregated the city and county expenditure data and arrest data of police agencies to the county level to account for 

any jurisdictional overlap in county sheriffsõ offices and city police units. We also aggregated to the county level to 

address newly incorporated cities where police took on responsibilities formerly assigned to county sheriffs.  

 

Exhibit 4.2.10 

Average Statewide Police Costs per Arrest, 2015 Dollars 

Calendar Years 1999 to 2015  

 

 

Over the entire 1994 to 2014 timeframe, the average statewide cost is $1,772 per arrest, in 2015 dollars. We computed an 

estimate of the average annual real escalation rate in costs by estimating a linear trend (shown in Exhibit 4.2.10) for this 

series. From this line, we computed the predicted values for 1994 ($1,763) and 2014 ($1,782) and calculated the average 

escalation rate for the 21 years, using Equation 4.2.2, where FV is the 2014 estimate, PV is the 1994 estimate, and N is 20 

years. We use Equation 4.2.2 to estimate an annual rate of real escalation of 0.00. This point estimate is included as a 

parameter in the crime model, as shown in Exhibit 4.2.9. 
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 US Department of Justice, Federal Bureau of Investigation. Uniform crime reporting program data [United States]: County-level detailed 

arrest and offense data [by year]. Ann Arbor, MI: Inter-university Consortium for Political and Social Research. 
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We tested panel data for Washingtonõs 39 counties for 1994 to 2014. We also tested models where we disaggregated the 

arrest data into five types: arrests for murder, rape, robbery, aggravated assault, and all nonviolent arrests. After testing a 

variety of specifications, we did not find a specification with stable or intuitively reasonable results . At this time, we do not 

know if there are measurement errors in the arrest data, or if there are other tests to be explored. We used statewide 

models but were unable to create intuitive results using disaggregated arrests. Therefore, we estimated several statewide 

models with total arrests. The arrest coefficients from these models were averaged to obtain the marginal cost estimate 

for arrests of $1,120 in 2015 dollars, as shown in Exhibit 4.2.9. 

 

Ideally, we would be able to estimate the cost of arrest separately for each type of crime. In the future, if the data allow, 

we hope to examine arrests in more detail and develop an intuitive set of cost estimates, disaggregated by crime type.  

 

 

Exhibit 4.2.11 

Arrest Cost Regressions 

Model number  
(1) (2) 

Dif.StatewidePoliceCost  Dif.StatewidePoliceCost  

Lag.Dif.m_police_statewide 0.329 0.242 

 

(0.202) (0.237) 

Dif.traffic 

 

35,136 

  

(21,521) 

Lag.Dif.traffic 

 

-2,735 

  

(23,550) 

Dif.StatewideArrests 248 -51 

 

(407) (448) 

Lag.Dif.StatewideArrests 1,022 1,021 

 

(410) (447) 

Constant 3.364e+07 3.617e+07 

 

(1.146e+07) (1.187e+07) 

Observations 19 19 

R-squared 0.408 0.521 

Total 1,270 970 

 

Local Adult Jail Per-Unit Costs. We analyze two types of users of local county-run adult jails: convicted felons who serve 

both pre -sentence and post-sentence time at a local jail, and felons who serve pre-sentence time at local jails and post-

sentence time at a state institution. WSIPP assumes the same annualized per-day local jail cost for both types of felons.  

 

From the Washington State Auditor, we collected local jail expenditure data for counties for 2004 to 2014, the earliest and 

latest years available as of winter 2016. We combined these data with information WSIPP had previously collected for the 

years 1993 to 2003. The Auditorõs data for the expenses includes all local jail expenditures (BARS code 523). These nominal 

annual dollar amounts were adjusted to 2015 dollars (JAILREAL) using the US Implicit Price Deflator for Personal 

Consumption Expenditures from the US Department of Commerce. Average daily jail population data (JAILADP) were 

obtained from the Washington Association of Sheriffs and Police Chiefs. 

 

We computed the statewide average cost per jail ADP (in 2015 dollars) and plotted the results .  

 

  



Exhibit 4.2.12 

Average County Jail ADP Costs, 2015 Dollars 

Fiscal Years 1993 to 2014  

 
 

 

Over the entire 1993 to 2014 timeframe, the average statewide cost is $34,200 per ADP, in 2015 dollars. Over these years, 

there has been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real 

escalation rate in costs by estimating a linear trend (shown in Exhibit 4.2.12) for this series. From this line, we computed the 

predicted values for 1993 ($27,302) and 2015 ($41,098) and calculated the average escalation rate, using Equation 4.2.2, 

where FV is the 2014 estimated cost, PV is the 1993 estimate, and N is 21 years. The annual rate of escalation is 0.020. This 

point estimate is included as a parameter in the crime model, as shown in  

Exhibit 4.2.9.  

 

To estimate the marginal annual operating costs of county jails, we conducted 14 panel time-series analyses of annual 

county-level data for jail expenditures and average jail population for each of Washingtonõs 39 counties for calendar 

years 1993 to 2014. The balanced panel includes a total of 858 observations. The results of our model specifications are 

shown in Exhibit 4.2.13. We tested a variety of different specifications, including differencing, county population 

weighting (2015 population), lagging, and time periods. The jail coefficients from these models were averaged to obtain 

the marginal cost estimate for jail as shown in Exhibit 4.2.9. 
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Exhibit 4.2.13 

Jail Cost Regressions (County-Year Fixed Effects) 

Model 

number  

(1) (2) 
Jail 

Expend 
Dif.Jail 

Expend 
Dif.Jail 

Expend 
Dif.Jail 

Expend  
Jail 

Expend 
Jail 

Expend 
Dif.Jail 

Expend 
Jail 

Expend  
Dif.Jail 

Expend 
Jail 

Expend Dif.Jail 

Expend 

Jail 

Expend 

Lag.Dif.Jail 

Expend     0.274 0.369   0.238  0.249  

   

  (0.0328) (0.0304)   (0.0368)  (0.0341)  

Dif.Jail ADP 4,801 

 

 3,078 4,495 298.3   5,110  1,621  

 

(1,560) 

 

 (2,000) (1,420) (1,690)   (1,476)  (1,696)  

Lag.Dif.Jail 

ADP 
  

  15,845 24,155   16,621  24,495  

   

  (1,418) (1,683)   (1,467)  (1,678)  

Jail ADP 
 

23,797 10,293    2,798 -2,125  2,783  -2,946 

  

(1,950) (2,359)    (1,490) (1,886)  (1,483)  (1,866) 

Lag.Jail 

Expend 
  

    0.769 0.748  0.789  0.768 

   

    (0.0159) (0.0169)  (0.0189)  (0.0205) 

Lag.Jail ADP 
  

    5,863 12,513  11,926  21,989 

   

    (1,559) (1,964)  (1,881)  (2,454) 

TwoLag.Dif.Jail 

ADP 
  

      4,627  14,616  

         (1,654)  (1,955)  

TwoLag.Jail 

ADP          -9,003  -13,163 

          (1,610)  (2,116) 

Constant 343,055 621,683 1.641e+07 1.834e+06 -126,562 -418,728 -58,498 -403,480 129,710 132,497 637,366 2.246e+06 

 (373,940) (845,673) (2.748e+06) (966,054) (336,053) (816,429) (372,112) (1.365e+06) (341,060) (382,238) (803,978) (1.475e+06) 

             

Observations 819 858 858 819 780 780 819 819 741 780 741 780 

R-squared 0.057 0.304 0.500 0.323 0.278 0.556 0.853 0.882 0.292 0.828 0.592 0.857 

Number of 

counties 39 39 39 39 39 39 39 39 39 39 39 39 

             

             

Total 4,801 23,797 10,293 3,078 20,340 24,453 8,661 10,388 26,358 5,706 40,732 5,880 

 

Local Juvenile Detention. For an estimate of the marginal operating cost of state juvenile offender institutions, we conduct 

a time-series analysis of annual data for detention expenditures and average daily admissions to juvenile detention 

facilities in Washington. The Washington State Auditor provided local juvenile detention operating expenditure data for 

counties for 2003 to 2012, the most recent year when subcategory breakouts of juvenile resource expenditures were 

available. We combined this information with data WSIPP had previously collected from 1998 to 2002. The Auditorõs data 

for the expenses include the categories for residential care and custody (BARS 527.60) and juvenile facilities (BARS 

527.80). Visual inspection of these historical data revealed significant problems including missing data, likely caused by 

inconsistent reporting , and issues with discriminating multi-jurisdictional use of detention facilities by individual counties. 

Additionally, discrepancies in the data categories appear to be caused by inconsistent classification practices of the 

expenditure categories, notably in King County. Therefore, we expand our BARS codes to include all of 527 except for 

527.4, which we consider the cost of supervision. We conduct a time-series analysis using statewide expenditures, 

excluding King County. These nominal annual dollar amounts were adjusted to 2015 dollars using the US Implicit Price 

Deflator for Personal Consumption Expenditures from the US Department of Commerce. 

 

To our knowledge, there is not a consistent statewide data series available for the average daily population of the county 

juvenile detention facilities . Instead, we collected annual admission data for the juvenile facilities; this information is 

collected and published by the Washington State Governorõs Juvenile Justice Advisory Committee. The average length of 



stay for juvenile detention is 9.8 days.
75

 Using this figure, along with the actual admission data, we estimated the average 

daily population (ADP) of detention  facilities statewide.  

 

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 4.2.14.  

 

Exhibit 4.2.14 

Average Local Juvenile Detention ADP Costs,  

2015 Dollars, Fiscal Years 1998 to 2012  

 

Over the 1998 to 2012 timeframe, the average annual cost is $133,164 per ADP, in 2015 dollars. Over these years, there 

has been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation 

rate in costs by estimating a linear trend (shown in Exhibit 4.2.14) for this series. From this line, we computed the 

predicted values for 1998 ($94,913) and 2012 ($171,414) and calculated the average escalation rate for the 14 years, using 

Equation 4.2.2, where FV is the 2012 estimated cost, PV is the 1998 estimate, and N is 14 years. The annual rate of real 

escalation is 0.043. This point estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9.  

 

To estimate the marginal annual operating costs of juvenile detention , we conducted seven time-series analyses of 

annual statewide data for detention  expenditures and average detention  population for calendar years 1998 to 2012. We 

tested a variety of different specifications, including differencing, lagging, and time periods . The results of our model 

specifications are shown in Exhibit 4.2.15. The detention coefficients from these models were averaged to obtain the 

marginal cost estimate of $51,147 per annual ADP for juvenile detention marginal operating expenditures, in 2015 dollars, 

as shown in Exhibit 4.2.9.  
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 Calculated by the Administrative Office Courts based on all youth whose detention stay ended in calendar year 2016. Washington 

State Administrative Office of the Courts (personal communication, March 12, 2017). 
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Exhibit 4.2.15 

Local Juvenile Detention Cost Regressions (Statewide) 

Model number  

(1) 

Dif.Local 

Juvenile 

Detention 

Expend 

(2) 

Dif.Local 

Juvenile 

Detention 

Expend 

(3) 

Dif.Local 

Juvenile 

Detention 

Expend 

(4) 

Local Juvenile 

Detention 

Expend 

(5) 

Local Juvenile 

Detention 

Expend 

(6) 

Local Juvenile 

Detention 

Expend 

(7) 

Local Juvenile 

Detention 

Expend 

Lag.Dif. Local Juvenile 

Detention Expend  0.0335 0.00589     

  (0.273) (0.359)     

Dif.Local Juvenile 

Detention ADP 71,324 75,984 55,635     

 (29,639) (28,332) (31,912)     

Lag.Dif.Local Juvenile 

Detention ADP  63,111 48,524     

  (32,859) (40,385)     

TwoLag.Dif.Local Juvenile 

Detention ADP   -2,919     

   (34,636)     

Local Juvenile Detention 

ADP    -3,940 24,923 26,525 30,059 

    (15,034) (27,123) (27,052) (30,409) 

Lag.Local Juvenile 

Detention Expend     0.596 0.565 0.406 

     (0.153) (0.155) (0.241) 

Lag.Local Juvenile 

Detention ADP     -11,306 1,182 6,749 

     (29,852) (32,053) (28,230) 

TwoLag.Local Juvenile 

Detention ADP       -27,819 

       (30,861) 

Year >= 2008      3,191,000  

      (3,064,000)  

Constant 2.230e+06 3.246e+06 2.093e+06 8.909e+07 2.707e+07 1.906e+07 4.774e+07 

 (1.117e+06) (1.483e+06) (2.103e+06) (1.014e+07) (1.471e+07) (1.654e+07) (1.929e+07) 

Observations        

R-squared 14 13 12 15 14 14 13 

 0.326 0.572 0.393 0.005 0.638 0.677 0.474 

        

        

Total 71,324 139,095 101,240 -3,940 13,617 27,707 8,989 

 

Local Juvenile Probation Per-Unit Costs. The Washington State Auditor provided local juvenile probation  operating 

expenditure data for counties for 2003 to 2012, the most recent year when subcategory breakouts of juvenile resource 

expenditures were available. We combined this information with information WSIPP had previously collected from 1998 

to 2002. The Auditorõs data for the expenses was that classified as case supervision (BARS 527.40). Unfortunately, visual 

inspection of these historical data revealed significant problems and gaps, likely caused by inconsistent reporting and 

issues determining which counties paid for which court sentences. We assume some of the discrepancies in the data 

categories are caused by inconsistent reporting practices, notably in King County. These nominal annual dollar amounts 

were adjusted to 2015 dollars using the US Implicit Price Deflator for Personal Consumption Expenditures from the US 

Department of Commerce. 

 

From the Administrative Office of the Courts, we received the number and average term of juvenile court probation 

sentences for 2004 to 2014.
76

 We used this information to compute an average daily population.  
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 Administrative Office of the Courts, personal communication, February 2017.  



We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 4.2.16.  

 
Exhibit 4. 2.16 

Average Local Juvenile Probation ADP Costs,  

2015 Dollars, Fiscal Years 2004 to 2012  

 

 

Over the entire 2004 to 2012 timeframe, the average cost is $3,468 per ADP, in 2015 dollars. Over these years we observe 

a spike in the inflation -adjusted costs, driven by a decline in ADP. For this reason we used the escalation rate calculated 

for DOC ADP community supervision described after Exhibit 4.2.23. The annual rate of escalation is 0.075. This point 

estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9.  

 

We attempted to estimate the marginal annual operating costs of juvenile probation by conducting a series of panel and 

time-series analyses of annual county and state-level data for probation expenditures and average daily population . After 

testing a variety of different specifications, including differencing  and lagging, we were unable to obtain results that 

made intuitive sense. Instead, we used the average cost over the timeframe to estimate the marginal expenditure per 

average annual caseload. From our time -series analysis of the adult community supervision costs from DOC, the ratio of 

marginal costs to average costs was 0.652. Multiplying $ 3,468 by 0.652 provides a marginal cost estimate of $2,262 in 

2015 dollars. This estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9. 
 
State Juvenile Rehabilitation Administration (JRA) Per-Unit Costs. This section describes the steps we use to estimate 

marginal annual institution operating costs, and the long -run rate of real (inflation-adjusted) change in these costs, of the 

Washington State Juvenile Rehabilitation Administration (JRA). JRA is Washington Stateõs juvenile justice agency; juvenile 

offenders are sentenced to JRA based on Washingtonõs sentencing laws and practices.  

 

For an estimate of the marginal operating costs of state juvenile offender institutions, we conducted a time -series analysis 

of annual data for institutional expenditures and average daily institutional population for JRA for fiscal years 1974 to 

2015. The expenditure data were obtained from the Washington Stateõs Legislative Evaluation and Accountability 

Program (LEAP) for Agency 300 (Juvenile Rehabilitation Administration) for code 2000 (institutional services). We 

converted annual expenditure data to 2015 dollars (JRAREAL) using the US Implicit Price Deflator for Personal 

Consumption Expenditures from the US Department of Commerce. The average daily population for JRA institutions 

(JRAADP) series is from the Washington State Caseload Forecast Council for Fiscal Years 1997 to 2015, with data from 

1974 to 1996 collected from annual reports of the Governorõs Juvenile Justice Advisory Committee and from various 

issues of the Databook series published by the Washington State Office of Financial Management. 

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 4.2.17.  
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Exhibit 4. 2.17 

Average JRA Institution ADP Costs, 2015 Dollars 

Fiscal Years 1974 to 2015 

 
 
 

Over the entire 1974 to 2015 timeframe, the average cost is $68,542 per ADP, in 2015 dollars. Over these years, there has 

been an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation 

rate in costs by estimating a linear trend (shown in Exhibit 4.2.17) for this series. From this line, we computed the 

predicted values for 1974 ($49,543) and 2015 ($87,540) and calculated the average escalation rate for the 41 years, using 

Equation 4.2.2, where FV is the 2015 estimated cost, PV is the 1974 estimate, and N is 41 years. The annual rate of 

escalation is 0.014. This point estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9.  

 

To estimate the marginal annual operating costs of JRA institutions, we conducted three time-series analyses of annual 

state-level data for institution  expenditures and average daily population for each of calendar years 1974 to 2014. We 

tested a variety of different specifications, including differencing and lagging. The results of our  model specifications are 

shown in Exhibit 4.2.18. The JRA coefficients from these models were averaged to obtain the marginal cost estimate for 

JRA institutions, of $44,558, in 2015 dollars as shown in Exhibit 4.2.9. 
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Exhibit 4. 2.18 

JRA Institution Cost Regressions 

Model number  

(1) (2) (3) 

Dif.JRA Institution 

Expenditures  

Dif.JRA Institution 

Expenditures  

Dif.JRA Institution 

Expenditures  

Lag.Dif.JRA Institution 

Expenditures  -0.108 -0.103 

  (0.168) (0.145) 

Dif.JRA ADP 35,687 34,731 29,972 

 (7,196) (7,781) (6,692) 

Lag.Dif.JRA ADP  12,866 11,684 

  (9,460) (8,021) 

TwoLag.Dif. JRA ADP   8,735 

   (6,607) 

Constant 715,789 849,311 506,996 

 (637,135) (666,750) (574,269) 

Observations 41 40 39 

R-squared 0.387 0.418 0.482 

    

    

Total 35,687 47,597 50,391 

 

JRA Parole Costs. To estimate of the marginal operating costs of juveniles on parole after a stay at state juvenile 

rehabilitation facilities (JRA parole), we obtained expenditure data were obtained from the Juvenile Rehabilitation 

Administrationõs EMIS data system for fiscal years 2006 to 2015, the years following an accounting change. We converted 

the expenditure data to 2015 dollars (JRAParoleREAL) using the US Implicit Price Deflator for Personal Consumption 

Expenditures from the US Department of Commerce. The monthly average daily population for JRA parole 

(JRAParoleADP) series is from the Juvenile Rehabilitation Administration for  Fiscal Years 2006 to 2015, which we adjusted 

to create annual average daily population (ADP). 

 

We computed the average costs per institutional ADP (in 2015 dollars) and plotted these data in Exhibit 4.2.19.  

 

Exhibit 4. 2.19 

Average JRA Parole ADP Costs, 2015 Dollars 

Fiscal Years 2006 to 2015 
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Over the 2006 to 2015 timeframe, the average cost is $25,045 per ADP, in 2015 dollars. Over these years, there has been 

an upward trend in the inflation -adjusted costs. We computed an estimate of the average annual real escalation rate in 

costs by estimating a linear trend (shown in Exhibit 4.2.19) for this series. From this line, we computed the predicted 

values for 2006 ($21,564) and 2015 ($28,526) and calculated the average escalation rate for the nine years, using Equation 

4.2.2, where FV is the 2015 estimated cost, PV is the 2006 estimate, and N is nine years. The annual rate of escalation is 

0.032. This point estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9. 

 

To estimate the marginal annual operating costs of JRA parole, we conducted four time-series analyses of annual state-

level data for institution  expenditures and average daily population for each of calendar years 2006 to 2015. We tested a 

variety of different specifications, including differencing and lagging. The results of  our model specifications are shown in 

Exhibit 4.2.20. The JRA parole coefficients from these models were averaged to obtain the marginal cost estimate for JRA 

annual parole of $9,645 in 2015 dollars, as shown in Exhibit 4.2.9.  

 

Exhibit 4. 2.20 

JRA Parole Cost Regressions 

Model number  

(1) (2) (3) (3) 

Dif.JRA Parole 

Expenditures  

Dif.JRA Parole 

Expenditures  

JRA Parole 

Expenditures  

JRA Parole 

Expenditures  

Lag.JRA Parole 

Expenditures   0.667 0.281 

   (0) (0) 

Lag.Dif.JRA Parole 

Expenditures 0.367 0.407   

 (0.460) (0.147)   

JRA Parole ADP   1,320 -672.2 

   (5132) (1463) 

Lag.JRA Parole ADP   6,263 741.9 

   (5550) (1801) 

TwoLag.JRA Parole ADP    13,443 

    (1,781) 

Dif.JRA Parole ADP 488.3 1,994   

 (7373) (2395)   

Lag.Dif.JRA Parole ADP -963.1 1,459   

 (7803) (2264)   

TwoLag.Dif.JRA Parole ADP  14,506   

  (2310)   

Constant -533,980 371,198 -371,175 722,577 

 (862,953) (357,063) (1.764e+06) (512,095) 

Observations 8 7 9 8 

R-squared 0.150 0.957 0.936 0.997 

     

     

Total -474 17,959 7,583 13,513 

 

State Department of Corrections (DOC) Per-Unit Costs. This section describes our estimates for the Washington DOCõs 

marginal annual prison operating costs and the long -run rate of change in these costs.  

 

Unlike other DOC cost estimates, the marginal cost of a prison bed is a negotiated price. DOCõs budget staff estimates a 

marginal cost prior to each legislative session. A meeting is held with DOC budget staff, legislative fiscal analysts from the 

Senate Ways and Means and the House Appropriations Committees, a fiscal analyst from the Office of Financial 

Management, and WSIPP staff, to negotiate the marginal cost that will be used for the legislative session. Exhibit 4.2.21 

displays the marginal costs for each legislative session. Our benefit-cost model currently uses the marginal estimate of 

$13,422. 

 



Exhibit  4.2.21 

DOC Average Daily Prison Bed Marginal Cost Estimate ð  

2014 Dollars 

Legislative 

session 

Marginal c ost 

per prison bed 

2017 $13,422 

2016 $13,563 

2015 $12,216 

2014 $11,966 

2013 $11,536 

 

For comparison purposes, we analyzed annual data for DOC institutional expenditures and average daily prison 

population for fiscal years 1982 to 2014. The expenditure data were obtained from LEAP for Agency 310 (Department of 

Corrections) for code 200 (correctional expenditures); the LEAP data series for DOC begins in fiscal year 1982. The 

òcorrectional expendituresó category pertains to operating expenses for running the stateõs prison system, not the 

community corrections system. We converted the expenditure data to 2015 dollars using the US Implicit Price Deflator for 

Personal Consumption Expenditures from the US Department of Commerce. The average daily prison population (ADP) 

series is from the Washington State Caseload Forecast Council for fiscal years 1993 to 2015, with data for earlier years 

collected from various issues of the Databook series published by the Washington State Office of Financial Management.  

 

We computed the average cost per prison ADP (in 2015 dollars) for 1982 to 2015 and plotted the results  below.  

 

Exhibit 4. 2.22 

Average DOC ADP Prison Costs, 2014 Dollars 

Fiscal Years 1982 to 2014  

 
 

Over the 1982 to 2015 timeframe, the average cost is $33,364 per ADP, in 2015 dollars. We computed an estimate of the 

average annual real escalation rate in costs by estimating a linear trend (shown in Exhibit 4.2.22) for this series. From this 

line, we computed the predicted values for 1982 ($32,720) and 2015 ($33,972) and calculated the average escalation rate 

for the 33 years, using Equation 4.2.2, where FV is the 2015 estimated cost, PV is the 1982 estimate, and N is 34 years. The 

annual rate of escalation is 0.001. This point estimate is included as a parameter in the crime model, as shown in Exhibit 

4.2.9. 

 

Community Supervision Operating Costs. We analyzed DOCõs community supervision cost for all felony offenders on 

active supervision regardless of sentence type (prison or jail). For community supervision costs, we analyzed annual data 

for DOC community supervision expenditures and average daily community population for fiscal years 1998 to 2015. The 

expenditure data were obtained from LEAP for Agency 310 (Department of Corrections) for code 300 (community 

supervision). Community supervision population data were obtained from the Washington Caseload Forecast Council, 

which maintains data back to fiscal year 1998. We calculated annual cost per average daily community population and 
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R² = 0.0155 

$0

$5,000

$10,000

$15,000

$20,000

$25,000

$30,000

$35,000

$40,000

$45,000

1982 1986 1990 1994 1998 2002 2006 2010 2014



converted to 2015 dollars using the aforementioned price index . The average community supervision cost over the 1998 

to 2015 period is $5,054. 

 

Exhibit 4. 2.23 

Average DOC ADP Community Supervision Costs,  

2015 Dollars, Fiscal Years 1998 to 2015 

 
 

Over the 1998 to 2015 period, there was a significant upward trend in the inflation -adjusted per-unit costs, as revealed by 

the linear regression line shown in Exhibit 4.2.23. To compute an estimate of the long -run growth rate in real cost per -

average daily population, we calculated the predicted values from the regression line for 1998 ($2,297) and 2015 ($7,811) 

and calculated the annual rate of escalation for the 17 years using Equation 4.2.2 where FV is the cost estimate for 2015, 

PV is the estimate for 1998, and N is 17 years. The annual rate of real escalation in average costs is 0.075. This point 

estimate is included as a parameter in the crime model, as shown in Exhibit 4.2.9. 

 

To estimate the marginal annual operating costs of DOC supervision, we conducted three time-series analyses of annual 

state-level data for supervision expenditures and average daily population for each of calendar years 1998 to 2015. We 

tested a variety of different specifications, including differencing and l agging. The results of our model specifications are 

shown in Exhibit 4.2.24. The DOC supervision coefficients from these models were averaged to obtain the marginal cost 

estimate for supervision, of $3,296 per annual ADP for DOC supervision expenditures, in 2015 dollars, as shown Exhibit 

4.2.9.   
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Exhibit 4. 2.24 

 DOC Supervision Cost Regressions 

Model number  

(1) (2) (3) 

Dif.DOC Supervision 

Expenditures  

Dif.DOC Supervision 

Expenditures  

Dif.DOC Supervision 

Expenditures  

Lag.Dif.Supervision 

Expenditures  -0.0954 -0.274 

  (0.26) (0.30) 

Dif.DOC Supervision ADP 1,932 1,851 2,090 

 (702) (704) (746) 

Lag.Dif.DOC Supervision ADP  1,451 1,794 

  (854) (899) 

TwoLag.Dif.DOC Supervision 

ADP   771.2 

   (846) 

Constant 4.182e+06 5.918e+06 8.243e+06 

 (2.060e+06) (2.471e+06) (3.113e+06) 

Observations 17 16 15 

R-squared 0.336 0.491 0.563 

    

    

Total 1,932 3,302 4,655 

 

Superior Courts and County Prosecutors Per-Unit Costs. This section describes the steps we use to estimate marginal 

annual operating costs, and the long -run rate of change in these costs, of county superior courts and prosecutors in 

Washington State. Our focus is the cost of obtaining convictions in courts, so we combine court costs and prosecutor 

costs into one category, reflecting the public costs to process cases through superior courts, which respond especially to 

felony crime. The cost parameters are entered into the crime model, as shown in Exhibits 4.2.9.  

 

From the Washington State Auditor, we collected local county court and prosecutor expenditure data for calendar years 

1994 to 2008, the earliest and latest years available as of winter 2010.
77

 The Auditorõs data for the expenses includes all 

local court and prosecutor expenditures (BARS code 512 for courts and BARS code 515 for prosecutors). The court data 

includes the costs of administration (BARS 512.10), superior courts (BARS 512.20), and county clerks (BARS 512.30). For 

court expenditure data, we excluded district courts (BARS 512.40), since they do not process felony cases (the main 

subject of interest in our benefit -cost analysis) and expenditures for law library (BARS 512.70) and indigent defense (BARS 

512.80); this latter category was excluded because the data were not available for the entire time frame under review. The 

prosecutor data include costs for administration -legal (515.10) and legal services (515.2). For prosecutor offices, we 

excluded facilities-legal services (515.50), consumer affairs-legal services (515.60), crime victim and witness program-legal 

(515.70), and child support enforcement -legal services (515.80). All nominal annual dollar amounts were adjusted to 2009 

dollars using the US Implicit Price Deflator for Personal Consumption Expenditures from the US Department of 

Commerce. 

 

We also collected court conviction and other case-processing information from the Washington State Administrative 

Office of the Courts. We collected statewide data for calendar years 1994 to 2008 and county-level data for calendar 

years 1997 to 2008, the earliest and latest years available as of December 2009.  

 

We computed the statewide average cost per conviction (in 2009 dollars) for 1994 to 2008 and plotted the results.  

  

                                                 
77

 In 2016 we also retrieved more recent data. Visual inspection of these historical data revealed significant problems including missing 

data, likely caused by inconsistent reporting. We rely on our previous estimates and data collection efforts of information from 1999 to 

2008. 



Exhibit 4. 2.25 

Average Court Costs per Conviction, 2009 Dollars 

Calendar Years 1994 to 2008  

 
 

Over the entire 1994 to 2008 timeframe, the average statewide cost is $6,557 per conviction, in 2009 dollars. Over these 

years, there has been an upward trend in the inflation-adjusted costs. We computed an estimate of the average annual 

real escalation rate in costs by estimating a linear trend (shown in Exhibit 4.2.25) for this series. From this line, we 

computed the predicted values for 1994 ($5,625) and 2008 ($7,461) and calculated the average escalation rate for the 14 

years, using Equation 4.2.2, where FV is the 2008 estimated cost, PV is the 1994 estimate, and N is 14 years. The annual 

rate of real escalation is 0.020. This point estimate is included as a parameter in the crime model, as shown in Exhibit 

4.2.9.  

 

To estimate the marginal annual operating costs of courts, we conducted a time-series analysis of the panel data for 

Washingtonõs 39 counties for 1999 to 2014. However, we were unable to obtain results that made intuitive sense across 

all seven crime categories. Until we can improve the data or model specifications, we rely on our previously estimated 

marginal operating costs of court, relying on data from 1999 to 2008.  

 

Thus, the balanced panel includes a total of 390 observations (39 counties for ten years). Conviction data were 

categorized into four types of violent convictions and one for all other convictions. We tested a variety of different 

specifications, including differencing and lagging.
78

 The results of our model specification produced five crime-specific 

cost estimates shown in Exhibit 4.2.9.   

                                                 
78

 Our preferred model  was a first-difference model where we included lags of each of the violent felony conviction variables along with 

a variable for all other convictions, as well as county and time fixed effects. We also included a lagged dependent variable. This model 

produced coefficients for the violent conviction variables that made the most intuitive sense. 
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Exhibit 4. 2.26  

DOC Supervision Cost Regressions 

Model number  
(1) 

Dif.Court Expenditures  

Lag.Dif.Court Expenditures -0.113 

 (0.169) 

Lag.Dif.MurderConviction 152,377.9 

 (125,366.9) 

Lag.Dif.SexCrimeConviction 18,770.28 

 (11,395.58) 

Lag.Dif.RobberyConviction 9,865.480 

 (29,782.45) 

Lag.Dif.AssaultConviction 4,876.710 

 (9,512.385) 

Lag.Dif.NonViolentFelonyConviction 200.5611 

 (1,503.985) 

Constant 15,8006.5 

 (86,235.19) 

Observations 10 

R-squared 0.209 

Number of counties 39 

 

 

Capital Costs. WSIPP includes the capital allocation of detention facilities in our criminal justice system marginal cost 

estimates. In our crime model, the total capital cost per bed is converted to an annualized capital payment, assuming a 

25-year financing term (n), the bond financing rate entered in the model ( i), and setting PV equal to the capital cost per 

bed converted to the base-year dollars chosen for the model, as given by the following equation: 

 

τȢςȢσ   ὖὓὝ 
Ὥὖὠ

ρ ρ Ὥ
 

 

Jail Capital Costs. Local adult jail capital costs for new beds were based on the experience of the SCORE facility.
79

 We 

used the budgeted $97 million dollars over the 802 beds, resulting in a $120,948 capital cost in 2009 dollars per county 

jail bed.  

 

Local Detention Capital Costs. Per-bed capital costs for a new detention facility would run $200,000 per bed  in 2009 

dollars.80  

 

JRA Capital Costs. JRA capital costs for typical new institutional beds were estimated from personal communication with 

JRA staff. Per-bed capital costs for a new medium secure facility would run $125,000 to $175,000 per bed in 2009 dollars 

 

Prison Capital Costs. DOC capital costs for new institutional beds were estimated. Capital cost estimates for the relatively 

new Coyote Ridge medium security facility in Washington were obtained from legislative fiscal staff . The 2,048 bed facility 

cost $232,118,000 (a per-bed cost of $113,339) and was completed in 2008. We recorded this per-bed cost figure as 2007 

dollars since it is likely that was when most of the construction dollars were spent . This point estimate is included as a 

parameter in the crime model, as shown in Exhibit 4.2.27. 

  

                                                 
79 

2012 Municipal Excellence Awards Entry Form. Accessed from: http://www.awcnet.org/Apps/ma/p rojects/2012SCORE.pdf  May 1, 2017. 
80

 Capital costs for a typical new local juvenile detention facility were estimated from personal communication with Washingtonõs 

Juvenile Rehabilitation Administration staff. 

http://www.awcnet.org/Apps/ma/projects/2012SCORE.pdf


Exhibit 4.2.27  

Capital Costs for Crime Resources 

Resource 
Capital cost 

per u nit  

Year of 

dollars  

Finance 

years 

Police n/a  n/a n/a 

Courts n/a  n/a n/a 

Juvenile local detention  200,000 2009 25 

Juvenile local supervision n/a  n/a n/a 

Juvenile state institution  150,000 2009 25 

Juvenile state supervision n/a  n/a n/a 

Adult jail 120,948 2009 25 

Adult local supervision n/a  n/a n/a 

Adult state prison 113,339 2007 25 

Adult post -prison supervision n/a  n/a n/a 

 

Criminal Justice Costs by Funding Source. Exhibit 4.2.28 shows the breakouts and sources of criminal justice costs for 

Washington State. 

 

Exhibit 4. 2.28 

Proportional of Marginal Criminal Justice Costs by Funding Source 

  Operating  Capital  

  State Local Federal State Local Federal 

Police
1
 14% 86% 0% n/a  n/a n/a 

Courts & prosecutors
1
 16% 84% 0% n/a  n/a n/a 

Juvenile local detention 15%
2 

85% 0% 0%
3
 100% 0% 

Juvenile local supervision 15%
2
 85% 0% n/a  n/a n/a 

Juvenile state institution
4
 100% 0% 0% 100% 0% 0% 

Juvenile state supervision
4
 100% 0% 0% n/a  n/a n/a 

Adult jail
5
 25% 75% 0% 0%

4
 100% 0% 

Adult local supervision
4
 100% 0% 0% n/a  n/a n/a 

Adult state prison
4
 100% 0% 0% 100% 0% 0% 

Adult post prison supervision
4
 100% 0% 0% 100% 0% 0% 

Notes: 
1
 Justice Expenditure and Employment Extracts, 2012ñPreliminary, Tracey Kyckelhahn, Ph.D., July 1, 2013. NCJ 242544, Table 4: Justice system expenditure 

by character, state and type of government, fiscal 2012, available at: http://www.bjs.gov /index.cfm?ty=pbdetail&iid=4679 . Direct current Police Protection 

expenditures for state and local governments for Washington State. 
2
Calculated using local operating expenditures costs and state pass through funds for 2011. Operating costs come from the Washington State Auditor's 

Local Government Finance Reporting System (LGFRS) system. (Functional Group/BARS Summary, Expenditures for government types City/Town and County, 

All Objects, All Available Fund Types, For 2011). http://portal.sao.wa.gov/LGCS/Reports/, Detention and Correction (BARS account: 527).  

2011 State expenditures from BARS. 2011 state juvenile court pass through funding comes from personal co mmunication with Cory Redman, DSHS, April 25, 

2017. 
3
WSIPP assumes capital costs for all local juvenile and adult resources are 100% locally funded. 

4 
WSIPP assumes all state funded. 

5
 WSIPP assumption  

  

http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679
http://portal.sao.wa.gov/LGCS/Reports/


4.2e Victimizations Per -Unit Cost  

 

In addition to costs paid by taxpayers, many of the costs of crime are borne by victims. Some victims lose their lives, while 

others suffer direct, out-of-pocket personal or property losses. Psychological consequences also occur to crime victims, 

including feeling less secure in society. The magnitude of victim costs is very difficult, and in some cases impossible, to 

quantify .  

 

In recent years, however, analysts have taken significant steps in estimating crime victim costs. After a review of the 

literature, we chose to use the average of victim cost estimates from two papers, McCollister, (2010) and Cohen & Piquero, 

(2009), in WSIPPõs benefit-cost model with some modifications. 81 These crime victim costs build on and modify the previous 

work prepared for the US Department of Justice by Miller, Cohen, and Wiersema, (1996).82 

 

The McCollister study divides crime victim costs into two types:  

a) Tangible victim costs, which include medical and mental health care expenses, property damage and losses, and the 

reduction in future earnings incurred by crime victim s; and  

b) Intangible victim costs, which place a dollar value on the pain and suffering of crime victims. In these two studies, 

the intangible victim costs are computed, in part, from jury awards for pain, suffering, and lost quality of life .  

 

The McCollister study divides total tangible costs of crime into tangible victim costs, criminal justice system costs, and 

crime career costs of offenders (estimates of the economic productivity losses for offenders). In WSIPPõs model, we only 

include McCollisterõs tangible victim costs because we estimate criminal justice costs separately. We currently do not 

estimate the crime career costs of offenders. 

 

We also use McCollisterõs intangible victim costs with one exception. McCollister computes a òcorrected risk-of-homicide 

costó as part of crime-specific intangible victim costs. This is done because, according to McCollister, the FBIõs Uniform 

Crime Reports (UCR) classifies some homicides as other non-homicide crimes when certain offense information is lacking. 

This FBI reporting practice requires the adjustment made by McCollister. For application to WSIPPõs benefit-cost model, 

however, this adjustment is not necessary. WSIPPõs crime cost estimates are applied to accurately classified conviction 

data from Washington  State; convictions for homicide are not misclassified as other crimes in the Washington system. 

See Section 4.2c of this Chapter for a description of WSIPPõs data sources for counting convictions. 

 

The Cohen & Piquero study reports one number for victim costs of crime  for each type of crime. WSIPP combines the two 

types of robbery reported in the Cohen & Piquero paper to better match  the crime types used in the model. We apply 

the percentage breakout of tangible and intangible costs fro m the McCollister paper to the average of total victim costs 

for the two papers.  

 

WSIPPõs model also has one crime category for felony property crimes. Both the McCollister and Cohen & Piquero studies 

break property crime classification into motor vehicle theft, household burglary, and larceny/theft . We use these three 

categories and compute a weighted average property category using the estimated number of crimes calculated for 

Washington as weights. 

 

WSIPPõs modified crime victim cost estimates are included in the crime model, as shown in Exhibit 4.2.29. 

The variation in WSIPP crime victim cost estimates is calculated as the variation of total victim crime costs for each crime 

type between the two stu dies weighted by the number of crimes of each crime type for Washington  and is equal to 0.08. 

  

                                                 
81

 McCollister, K.E., French, M.T., & Fang, H. (2010). The cost of crime to society: New crime-specific estimates for policy and program 

evaluation. Drug and Alcohol Dependence, 108(1), 98-109. Cohen, M.A., & Piquero, A.R. (2009). New evidence on the monetary value of 

saving a high-risk youth. Journal of Quantitative Criminology, 25(1), 25-49. 
82

 Miller, T.R., Cohen, M.A., & Wiersema, B. (1996). Victim costs and consequences: A new look (Document No. NCJ 155282). Washington, 

DC: National Institute of Justice. 



Exhibit 4. 2.29 

Victim Costs 

  

Murder  

Felony 

sex 

crimes  

Robbery  

Agg -

ravated 

assault 

Felony 

property  

Year of 

dollars 

(of 

data)  

 Resource 

 
Victim (tangible costs) 567,639 4,745 5,950 12,023 2,027 2010 

Victim (intangible costs) 6,497,488 169,294 8,975 18,567   2010 

4.2f  Procedures to Estimate Criminal Justice System and Victimization Events  

 

In this section of the Benefit-Cost Technical Documentation, we describe how the inputs from the previous sections are 

used to calculate victimizations and costs avoided. In some instances, we also count the quantity of criminal justice 

events, such as prison beds, avoided. 

 

Criminal Justice System Resources. For each criminal justice resource, r, as described in Exhibits 4.2.9 and 4.2.27, we 

estimate costs avoided using the following equation:  

 
τȢςȢτ   ὅὮίὙὩίέόὶὧὩΑ

ὅὮίὉὺὩὲὸὅὮίὙὩίέόὶὧὩὖὶὅὮίὙὩίέόὶὧὩὅέίὸρ ὅὮίὙὩίέόὶὧὩὅέίὸὉίὧ

ὝέὸὥὰὝὶὭὴίὝὶὭὴὝὭάὭὲὫὝὶὭὴὝώὴὩὖὶὟὲὭὸЎ  

 

 

We also count Average Daily Population prison beds avoided. We do this using Equation 4.2.4 above however; we do not 

multiply by the  CjsResourceCostrc. 

 

Below are definitions and calculations for the variables used in Equation 4.2.4.  

 

CðThe number of trip types, ranked from most serious crime category to least serious. For example, we use seven crime 

types ranked in the following order: murder, sex offenses, robbery, aggravated assault, property, drug/other , and 

misdemeanors. 
 

FðThe number of years in the recidivism follow-up. 

 

BðThe 50 years after treatment  (the period over which we model the co nsequences of crime). 

 

CjsEventbcf ðVariable indicating if and when a criminal justice resource is used or whether a victimization occurs and, if so, 

how much of the criminal justice system resource is used. For each criminal justice system resource or victimization, we 

calculate an event matrix, CrimeEventycf, to indicate when a resource is used. Each event matrix occurs within the 

recidivism follow-up period, f, for each trip type , c, and within the 50 years following treatment  b. For criminal justice 

system events that occur over multiple years (e.g., prison), we incorporate length of stay information from Exhibit 4.2.4 

into the event matrix.  

 

CjsResourcePrrc.ðThe probability that a criminal justice resource, r, will be used for a specific trip type , c. See Exhibit 4.2.4. 

For example, not all offenders who are convicted of a crime will necessarily receive a prison sentence.  

 

CjsResourceCostrcðThe per unit marginal costs of each criminal justice resource as estimated in Section 4.2d of this 

Chapter and as shown in Exhibits 4.2.9 and 4.2.27. 

 

CjsResourceCostEscrðThe calculated real escalation rate of the unit marginal costs of each criminal justice resource as 

shown in Exhibit 4.2.9. 

 

TotalTripsðThe average number of trips through the criminal justice system during the follow -up period for each 

population.  

 



TripTimingfðAmong those who offend during the follow -up period  f, the probability that a trip happens in year f. The 

sum of TripTimingf equals 1.0. 

 

TripTypePrcð Among those who are convicted, the probability that at least one of the TotalTrips is of trip type is c. See 

Exhibit 4.2.1. 

 

Unitæf ðThe change in the probability of b eing convicted for a crime versus not being convicted in year f. This number is 

calculated using our effect size methods applied to the percentage of offenders who have a Washington State court legal 

action during the recidivism follow -up period F for that specific offender population as shown in Exhibit 4.2.1. Different 

recidivism base rates are used depending on the specific population that receives a given program.  

 

Victimizations Avoided. Using information from Exhibits 4.2.4, ,4.2.8 and 4.2.29, we estimate the number of 

victimizations avoided and victimization costs avoided using the following equation:  

 
τȢςȢυ    ὠὭὧὸὭάΑ

ὅὮίὉὺὩὲὸὠὭὧὸὭάὠέὰόάὩὠὭὧὸὭάὅέίὸὝέὸὥὰὝὶὭὴίὝὶὭὴὝὭάὭὲὫ

ὝὶὭὴὝώὴὩὖὶὟὲὭὸЎ  

 

Below are definitions and calculations for the variables used in Equation 4.2.5 unless otherwise defined in the 

aforementioned section.  

 

VictimVolumecð Victimizations are shown in Exhibit 4.2.29. 

 

τȢςȢφ   ὠὭὧὸὭάὠέὰόάὩέὦίὩὶὺὩὨ ὺὭὧὸὭάίόὲέὦίὩὶὺὩὨ ὺὭὧὸὭάί 

 

VictimCostc ñThe per-unit cost of crime to victims as estimated in Section 4.2 of this Chapter and as shown in  

Exhibit 4.2.29. 

 

Total Crime Costs . Using Equations 4.2.4 and 4.2.5 we discount the sum of the change in resources and victimization 

costs across different types of trips and time using the following equation:  

 

τȢςȢχ   ὅὶὭάὩ
ὅὮίὙὩίέόὶὧὩΑ ὠὭὧὸὭάΑ

ρ ὨὭί
 

 

 

4.2g Linkages: Crime and Other Outcomes  

 

WSIPPõs benefit-cost model monetizes improvements in crime, in part, with linkages between crime and other outcomes 

to which a monetary value can be estimated. The parameters for these linkages are obtained by a meta-analytic review of 

relevant research literature. For example, we estimate the relationship between juvenile crime and high school graduation 

by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic process provides both an 

expected value effect given the weight of the evidence, and an estimate of the error of the estimated effect . Both the 

expected effect size and the estimated error are entered into the benefit -cost model and used when performing a Monte 

Carlo simulation. The linkages in the current WSIPP model are listed in the Appendix.  

 

4.2h Technical Violations for Criminal Populations who do not Recidivate  

 

Sometime studies also provide outcome measures for technical violations. 

 

In addition to the per -unit cost of crime, WSIPP has the ability to model the costs of technical violations for persons who 

do not have a conviction in the follow -up period. The cost of a violation includes length of stay in prison or jail that may 

result from a technical violation. Calculations for the expected cost of violations are conducted using the same algorithms 



as criminal justice events. We currently do not have appropriate base rates of technical violations for criminal justice-

involved individua ls in Washington. Therefore, we do not currently monetize this outcome. 

 

4.2i Special Calculations for Prison and Policing Resources  

How prison incarceration rates affect crime and how the number of police officers affects crime are most often 

summarized with an òelasticityó effect size metric, rather than a D-cox or Cohenõs d effect size metric. This section of the 

Technical Documentation describes the particular methods we use to estimate effects and monetize outcomes for these 

two elasticity-based topics. 

 

We conducted a meta-analytic review of the research literature from the U.S. and beyond to determine if prison and 

police are effective at reducing crime rates. We examine studies that have measured how prison average daily population 

(ADP) or the number of police officers (POL) affect current crime rates. A fuller explanation of WSIPPõs meta-analysis for 

these two topics are described in a separate WSIPP report.
83

 

 

There is a research literature on the effect of incarceration rates on crime.
84

 Many of the studies addressing this 

relationship in the U.S. construct models using state-level data over a number of years to estimate the parameters of an 

equation of this general form:  

 

τȢςȢψ   ὅ ὥ ὦὃὈὖ ὧὢ Ὡ 

 

In this typical model, crime, C, of type , t, in state, s, and year, y, is estimated to be a function of a stateõs overall average 

daily prison population,  ADP, a vector of control variables, X, often including state and year fixed effects, and an error 

term, e. Some studies use this type of model to estimate total reported crime, while others examine types of crime such 

as violent crime or property crime. 

 

There is similar research literature on the effect of the number of police officers on crime rates.
85

 Many of these studies 

use data at the city or county level to estimate the parameters of an equation , such as the following: 

  

τȢςȢω   ὅ ὥ ὦὖὕὒ ὧὢ Ὡ 

 

In a typical police model, crime, C, of type , t, in city or county,  c, and year, y, is estimated to be a function of  the size of a 

cityõs or countyõs overall commissioned police force, POL, a vector of control variables, X, often including city/county and 

year fixed effects, and an error term, e.  

 

In the research literature we reviewed, these models are almost always estimated with a log -log functional form, at least 

for the dependent and policy variables. Several authors have observed that the panel time series often used to estimate 

Equations 4.2.8 and 4.2.9 are likely have unit roots, especially with state level data.
86

 Thus, to help avoid estimating 

spurious relationships, some authors estimate Equations 4.2.8 and 4.2.9 in first-differences since the time series typically 

do not exhibit unit roots after differencing once .  

 

There is considerable concern in the research literature on the econometric implications of possible simultaneous 

relationships between the variables of interest in Equations 4.2.8 and 4.2.9 and in omitted variables bias.
87

 Simultaneity 

can occur because crime may be a function of ADP or POL, but  ADP and POL may also be a function of crime. Failure to 

account for these simultaneous relationships, as well as failure to address omitted control variables in regressions, can 

cause statistically biased estimates. In recent years, much of the discussion and debate in the research literature has 
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 Aos, S., & Drake, E. (2013). Prison, police, and programs: Evidence-based options that reduce crime and save money (Doc. No. 13-11-

1907). Olympia: Washington State Institute for Public Policy. 
84

 Marvell, T.B. (2010). Prison population and crime. In B.L. Benson, & P.R. Zimmerman (Eds.). Handbook on the Economics of Crime (pp. 

145-183). Cheltenham, UK: Edward Elgar Publishing. 
85

 Lim, H., Lee, H., & Cuvelier, S.J. (2010). The impact of police levels on crime rates: A systematic analysis of methods and statistics in 

existing studies. Asia Pacific Journal of Police & Criminal Justice, 8(1), 49-82. 
86

 See, for example, Marvell, (2010). See also, Spelman, W. (2008). Specifying the relationship between crime and prisons. Journal of 

Quantitative Criminology, 24, 149-178. 
87

 Durlauf, S.N., & Nagin, D.S. (2010). The deterrent effect of imprisonment  NBER 5/07/10, downloaded from: 

www.nber.org/chapters/c12078. 

http://www.wsipp.wa.gov/Reports/518
http://www.wsipp.wa.gov/Reports/518
http://www.nber.org/chapters/c12078


focused ways to address statistical bias from simultaneity and omitted control variables. In our meta-analyses, we only 

included studies that met rigorous standards of evidence by accounting for simultaneity.  

 

Meta -Analytic Results.  Exhibit 4.2.30 displays the results of our meta-analyses. The results are shown for both prison 

and police policy variables and their estimated effects on violent crime and property crime. Exhibit 4.2.32 displays the 

meta-analytic results for prison length of stay on criminal recidivism.  

 

Exhibit 4.2.30  

Meta-Analytic Results: Prison ADP and Police Levels on Current Crime Levels 

Policy topic & outcome   

Topic  

Dependent 

variable: Type of 

crime  

Elasticity  Standard error  
Number of 

studies  

Prison: average daily population 

Total -0.260 0.026 7 

Violent -0.351 0.095 6 

Property -0.246 0.029 6 

Police: number of officers 

Total -0.377 0.086 9 

Violent -0.763 0.116 7 

Property -0.351 0.123 7 

Note: 

All results are from random effects meta-analyses estimated with the methods described in Chapter 2. 

 

In order to compute benefit -cost estimates, the meta-analyzed elasticities reported on prison and police as reported in 

Exhibit 4.2.30 need to be converted into the number of crimes avoided or incurred with a particular change in prison or 

policing levels.  

 

To begin, the usual calculation of marginal effects from the elasticities obtained with log -log crime models is obtained for  

the effect of prison on crime (Equation 4.2.10) and for the effect of police on crime  (Equation 4.2.11) using the following 

equations: 
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In Equations 4.2.10 and 4.2.11, the change in the number of crimes, ȹC, for a particular type of crime , t, is estimated with:  

1) E, the crime-prison elasticity or the crime-police elasticity for a particular type of crime,  t, obtained from the relevant 

meta-analysis reported in Exhibit 4.2.30; 2) the reported level of crime, C, for a particular crime type, t, as reported in  

Exhibit 4.2.31; 3) the incarceration rate, ADP (18,057), or the level of police employment , POL (10,502); and 4) the 

reporting rate to police by crime victims,  RR, for a particular type of crime, t, as calculated from in Exhibit 4.2.6. In many 

studies, the marginal effects are often calculated at the mean values for ADP, POL, Ct, and RRt  over the time series. For 

policy purposes, however, it is more relevant to use more recent values for these variables.  

 

As noted earlier, the UCR definition of Part 1 crimes may not match a stateõs current definition of felony crimes. Therefore, 

we make adjustments to the repo rted UCR crimes for two types of crimes, sex offenses and larceny/theft (see our 

adjusted inputs in Exhibit 4.31), to more closely align the UCR definitions with current law definitions in Washington , 

using the following equation:  

 
τȢςȢρς  ὅ ὟὅὙ ὟὅὙὃὨὮ 

 

In this analysis, we implement Equations 4.2.10 and 4.2.11 for two types of crime: violent crime and property crime . 

Additionally, to address the limitations in the policy -relevance of the overall elasticities, we implement two adjustments to 

the meta-analyzed elasticities, Et, on prison and police as reported in Exhibit 4.2.30. Therefore, we modify  

Equations 4.2.10 and 4.2.11 as follows: 
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The Risk Adjustment, R. The first adjustment factor is designed to modify  E to account for how particular policy 

proposals may be designed for offenders with different risk -for-reoffense probabilities. For example, a policy change 

might be focused on early release from prison policies for lower-risk offenders.  

 

The basic elasticity, E, was estimated from research studies that measure all offenders that make up the whole criminal 

population in question. If the models had been able to use òlower-riskó factor instead of total in the estimations, then E 

would have been different . The multiplicative adjustment factor, R, provides a way to model this likely result. We currently 

do not adjust our policing elasticities with a risk factor adjustment.  

 

Washington State uses an actuarial-based risk assessment that predicts the probability of recidivism.  This assessment is 

used in Washington to classify offenders in prison, in terms of recidivism risk, as lower risk, moderate risk, higher risk for 

non-violent recidivism, or higher risk for violent recidivism.
88

 From the recidivism rates for all offenders and for those 

same offenders separated by risk levels, we compute simple ratios of recidivism rates. The ratios indicate the relative 

likelihood of recidivism for different risk levels, compare d to all offenders as a group. These ratios are then used as the 

risk adjustment multipliers, R, in Equations 4.2.13-4.2.16. Since there is risk around these risk adjustment multipliers, we 

use a triangular probability density distribution for the Monte Carlo simulation with minimum and maximum 

multiplicative values to account for between-group variation . The minimum and maximum parameters were estimated by 

examining the variation in cohort -to-cohort recidivism rates. We use the ratio relative to all offenders as illustrated in 

Exhibit 4.2.30 as the mean value and examine cohort-to-cohort variation to set the minimum and maximum values. 

 

Exhibit 4.2.31 

ThreeðYear Recidivism Rates of Offenders Released from Prison in Washington State,  

Fiscal Years 2002 to 2004 

Risk for re -offense 

category  

Number of 

offenders  

Recidivism for a violent felony offense  Recidivism for a p roperty felony offense  

Recidivism rate  
Ratio: relative to all 

offenders  

Recidivism 

rate  

Ratio: relative to all 

offenders  

All offenders 14,459 12.8% 1.00  16.2%                   1.00 

Lower risk 2,018 3.6% 0.28   2.7%                   0.16 

Moderate risk 2,743 8.1% 0.63    9.3%                   0.57 

High risk, non-violent 5,167 9.3% 0.72  22.2%                   1.37 

High risk, violent 4,531 23.9% 1.86 19.6%                   1.21  

Note:  

Recidivism is defined as a new felony reconviction in the state of Washington within three years of release from prison, where the most serious conviction is 

either for a violent or property offense. For the purposes of Exhibit 4.2.30, other offenses, such a drug offenses, are not included in this definition.  

 

The Policy Adjustment, P. Equations 4.2.13, 4.2.14, 4.2.15, and 4.2.16 implement a second multiplicative adjustment, P, 

to account for differences in the effectiveness of policies. Certain changes in prison term or policing strategies have 

evidence that indicates that these policies different from the general strategy  

 

The Incarceration Policy Adjustment.  There are two ways policies can affect total incarceration ADP: the probability of 

going to pri son given a conviction and the length o f stay given a prison sentence. The first factor implies punishment 

certainty while the second more closely reflects punishment severity. These two factors are likely to have different effects 

on crime, yet the overall elasticity, E, estimated with current research using total ADP, is unable to distinguish the 

separate effects. Therefore, Equations 4.2.13 and 4.2.14 implement a second multiplicative adjustment, P, to account at 

least partially for this limitation in th e current state of incarceration research. Without adjustment, simply using E to 

estimate how a change in prison length of stay affects crime would most likely over-estimate the effect. 
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Nagin, (2013) and Durlauf & Nagin, (2010) have found that changing length of stay is likely to have a smaller effect than 

changing the probability of punishment, we developed a procedure to provide a plausible adjustment to the overall 

prison-crime elasticity measured with the studies we include in the meta-analytic results displayed in Exhibit 4.2.31.
89

 One 

of the steps of this procedure was to conduct a meta-analysis on the effect of the length of stay on crime. These results 

are below in Exhibit 4.2.32. 

Exhibit 4. 2.32 

Meta-Analytic Results: Prison Length of Stay on Recidivism 

Topic  
Dependent 

variable  
Elasticity  

Standard 

error  

Number of 

studies  

Prison LOS (a one month increase) Crime -0.010 0.009 9 

  Note: 

  All results are from random effects meta-analyses estimated with the methods described in Chapter 2. 

 

To adjust the overall prison crime elasticity for length of stay policies , we implement the computational proce dure 

displayed in Exhibit 4.2.33. To inform how length of stay policies affect current crime levels through incapacitati on, we use 

our meta-analytic results measuring how length of stay affects the future recidivism rates of specific offenders display in 

Exhibit 4.2.32. If the effect of prison ADP on crime is primarily incapacitation rather than general deterrence, then studies 

of the effect of prison length of stay on the future recidivism rate of specific offenders provides useful estimates of how 

current crime levels change when length of stay changes. We estimate an elasticity metric for the literature estimating 

how prison length of stay affects the recidivism rate of specific offenders. From 1986 to 2009 in the U.S., prison length of 

stay increased by about four months, or about 17%, according to the U.S. Department of Justice. We estimate that the 

17% increase in length of stay resulted in roughly a 2% decrease in recidivism rates, as described computationally in 

Exhibit 4.2.33. This produces an elasticity of -0.202. Since the elasticity for total UCR crime from our meta-analysis 

reported in Exhibit 4.2.30 is -0.26, a simple policy multiplier to use to analyze length of stay po licy changes with Equations 

4.2.13 and 4.2.14 is 0.776 (-0.202 / -0.26). Thus, when using the equations to analyze sentencing options that affect the 

length of prison stay on current crime levels, we use a mean multiplicative value of 0.776 to modify the overall elasticities 

reported in Exhibit 4.2.30 that measure both the probability or prison as well a s the length of incarceration. The 

adjustment is rather crude (if data allowed, it would be bette r to estimate separate effects for violent and property 

crimes), but it does provide a first order approximation that is likely to be closer than simply using E as the effect. Since 

there is risk and uncertainty around this estimate, in Monte Carlo simulation we model a triangular probability density 

distribution with lower and higher values in addition to the modal value of 0. 776. 
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The Policing Policy Adjustment.  A growing body of research indicates that the way in which police are deployed in the 

community has a significant effect of crime rates. For example, Naginõs, (2013) review of the literature found that òhot 

spots" and òpulling leversó policing deployment strategies have been shown to produce larger effects than traditional 

deployment strategies, while rapid response or thorough investigation strategies do not i ncrease the effectiveness of 

policing on crime.90 Thus, specific deployment policies are likely to have differential effects on crime, yet the overall 

elasticity, E, estimated with current research using total policing levels, is unable to distinguish addit ional effects. 

Therefore, Equations 4.2.14 and 4.2.16 implement a policy adjustment, P, to account at least partially for this limitation in 

the current state of policing research.  

 

For police elasticities, we adjust for the policing strategy being used, based on evidence that certain police strategies 

differ from average police deployment.  

 

The steps we use to estimate a policing policy adjustment multiplier are listed in Exhibit 4.2.34 and follow this 

computational process: 
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We begin by computing the average marginal effect, ME, for crime type t, from our meta-analyses of the policing 

literature, described above. We then use the meta-analyzed effect size for hot spots policing, HSES, for crime type t, 

reported in the meta -analysis by Braga, et al., (2012).
91

 The effect size measures, at the policing jurisdiction level, the 

effect of hot spots policing, in standard deviation units of crime, compared t o non-hot spots jurisdictions. We use 

Washington State jurisdiction-level UCR data for 2011 in Washingtonõs cities and county sheriffõs offices for mean crime 

rates and the associated standard deviation in jurisdiction-level crime rates, SD, for crime type t. From the UCR data, we 

also include mean policing levels per jurisdiction, POL, and mean population per jurisdiction, POP. The resulting policy 

level multiplier estimates the degree to which policing following a hot spots deployment approach increases policing 

effectiveness relative to average effects, E. For example, a policy multiplier of 1.11 would indicate that hot spots deployed 
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Exhibit 4.2.33 

Calculation of WSIPP Policy Adjustment Multiplier for Changes in Average Daily Prison Population 

Obtained by Changing the Length of Stay (rather than the probability of incarceration)  

Step Total crime  

(1)    Number of months change in prison length of stay, U.S., 1986 to 2009
1
 +4 

(2)    Percent change in length of stay
1
 +16.67% 

(3)    Effect size for change in recidivism, per month of prison length of stay
2
 -0.0102 

        Standard error
2
 0.09 

(4)    Effect size for observed change in length of stay
3
 -0.0408 

(5)    Base recidivism rate
4
 50% 

(6)    Recidivism rate after change in length of stay
5 

49% 

(7)    Percent change in recidivism rates
6
 -3.36% 

(8)    Elasticity: percent change in recidivism rate per percent change in length of stay
7
 -0.202 

(9)    Overall Prison/Crime elasticity
8
 -0.26 

(10)  Policy multiplier
9
 0.776 

Notes:   
1 
Bureau of Justice Statistics, U.S. Department of Justice, National Corrections Reporting Program, First Releases from State Prison, annual 

reports from 1986 to 2009. The mean length of stay increased from 24 to 28 months between 1986 and 2009. 
2 
Calculated from our meta-analysis of the effect of a one month increase in incarceration length of stay of criminal recidivism. Results are 

displayed in Exhibit 4.2.32. 
3 
We assume a linear effect size and multiply the effect size from step (3) times the number of months change from step (1). 

4 
This is roughly the long-term (15-year) recidivism rate of adults released from prison in Washington State, where recidivism is defined as a 

reconviction for a felony offense in Washington.  
5 
The recidivism rate after applying the Dcox effect size from step (4) to the base recidivism rate from step (5). 

6 
Step (6), divided by Step (5), minus one. 

7 
Step (7), divided by Step (2). 

8 
From Exhibit 4.2.30, the simultaneity adjusted elasticity for overall UCR crime. 

9 
Step (8), divided by Step (9). 

 



police are, on average, 11% more effective that police deployed with a routine strategy. We estimate an error term for the 

policy multiplier by running a  Monte Carlo simulation, using the standard error from the Braga et al., (2012) meta-

analysis. 

 

Exhibit 4.2.34 

Calculation of WSIPP Policy Adjustment Multiplier for Hot Spots Police Deployment 

Step Violent crime  Property crime  

(1)  Marginal effect of a police officer deployed with an average strategy, on annual  UCR 

crime
1
 

-1.89 -4.48 

(2)  Effect size of òHot Spotsó policing, compared to traditional deployment, jurisdiction level
2
 -0.175 -0.084 

      Standard error of the effect size 0.058 0.048 

(3)  Mean per-capita UCR crime rate in Washington policing jurisdictions
3
 0.00215 0.03147 

      Standard deviation in per capita crime rates 0.00177 0.01986 

(4)  Change in mean jurisdictional per-capita crime rate from hot spots deployment
4
 -0.00031 -0.00167 

(5)  Change in mean jurisdictional crimes from hot spots deployment
5
 -9.253 -49.794 

(6)  Change in crimes per officer from hot spots deployment
6
 -0.237 -1.278 

(7)  Mean Policy Adjustment Multiplier
7
 1.13 1.29 

Washington State statistics   

          Mean number of commissioned police officers per jurisdiction
8
 38.97 

          Average population per jurisdiction
8
 28,852 

Notes:   
1 
Marginal effect (E*C/POL) calculated with an elasticity, E, times the current statewide level of violent or property UCR crimes, C, divided by the current 

statewide level of commissioned police officers. The elasticity, E, measures the average officer deployed in an average practice manner. The elasticities for the 

WSIPP analysis are reported in Exhibit 4.31. 
2 
From Table 10.4 of the meta-analysis by Braga, et al. (2012). Standard errors calculated from the confidence intervals reported in their Table 10.4. 

3 
Calculated from all reporting city and county sheriffõs offices in Washington UCR data for 2011, with data reported on the website of the FBI. 

4 
The effect size from Braga, et al., (2012) times the standard deviation in crime rates for Washington jurisdictions.  

5 
The factor in footnote 4, times the average population per Washington policing jurisdiction, reported in this table.  

6 
Change in crimes per jurisdiction, divided by the mean number of officers per jurisdiction, reported in this table.  

7 
The sum of the marginal effect per officer (note one), plus the change in crimes per officer due to hot spots (note 6), divided by th e marginal effect per 

officer. 
8 
Calculated for Washington police jurisdictions from UCR data and population data from the Washing ton State Office of Financial Management for 2011. 

 

 

Estimating Large Changes in ADP or POL. Since the computation of marginal effects from Equations 4.2.13, 4.2.14, 

4.2.15, and 4.2.16 is designed for small unit changes in ADP or POL, and since the results will typically be used in practice 

to estimate the effects of larger policy changes in ADP or POL, the computation of the total marginal crime effect is 

estimated iteratively, one ADP or POL at a time. Equations 4.2.18, 4.2.19, 4.2.20, and 4.2.21 implement this iterative 

process for violent and property crime marginal effects. The equation sums the change in crimes for the (absolute value) 

of a total sentencing change or police change. For a policy that raises or lowers total prison ADPT or total po lice levels 

POLT, the change in crime by type, ȹCV or ȹCp, is calculated with the estimate of the adjusted elasticity for that type of 

crime, E times R times P, multiplied by the total crime of each type after each unit iteration of the total ADP or POL 

change. If ADP is increased by a policy change, then ADP increases (+) by one unit for each iteration a; if ADP is 

decreased by a policy change, then ADP decreases (-) by one unit for each iteration, a. 
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For example, for a policy that decreases prison ADP by 100 units, Equations 4.2.18 and 4.2.20 are calculated 100 times, 

each time calculating the marginal crime effect after substituting a one unit reduction in ADP and the new level of the 

crime variable after the previous delta crime has been computed.  



For a number of the benefit -cost calculations that follow, we are interested in total violent or property crime effects as 

described with Equations 4.2.18, 4.2.19, 4.2.20, and 4.2.21. Total crime changes are used, for example, in computing the 

victim costs of crimes incurred or the victim benefits of crime avoided when policies change. For some calculations, 

however, we are only interested in computing the taxpayer costs of the criminal justice system and, hence for these 

calculations we are only interested in crimes reported to police. These reported-crime estimates, ȹRCv and ȹRCp. are set 

using the following equations:  

 
τȢςȢςς  ЎὙὅ Ўὅ ὙὙ 

 
 

τȢςȢςσ  ЎὙὅ Ўὅ ὙὙ 

 

 

Exhibit 4. 2.35 

Washington Criminal Justice System Resources 

Washington c ourt and criminal justice 

numbers  
Murder  

Felony sex 

crimes  
Robbery  

Aggravated 

assault 

Felony 

property  
  

Number of arrests, adult and juvenile 156 1,409 2,129 6,134 41,165 2011-2014 

    Number of trips, adult and juvenile 220 1,065 1,020 6,496 9,632 2011-2015 

Number of convictions, adult and 

juvenile 
264 1,747 1,335 8,651 17,995 2011-2015 

 

Number of arrests, adult and juvenile. Adult and juvenile felony conviction data are obtained from FBI UCR Crime 

publications.
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Number of trips, adult and juvenile. Adult and juvenile felony conviction trips are calculated using the WSIPP Criminal 

Justice System Database.  

 

Number of counts, adult and juvenile. Adult and juvenile felony conviction s are calculated using the WSIPP Criminal 

Justice System Database.  

 

Victim Costs or Benefits. The victim costs or benefits are estimated with the following equation:  

  
τȢςȢςτ  ЎὠὭὧὸὭάΑ Ўὅ ὠὭὧὸὭάὖὩὶὟὲὭὸΑ Ўὅ ὠὭὧὸὭάὖὩὶὟὲὭὸΑ 

 

The change in the total value of victim costs, ȹVictim$, is the sum of the change in the number of violent and property 

victimizations from Equations 4.2.11, ȹCv and ȹCp times, respectively, the marginal victim cost per violent and property 

victimization, VictimPerUnit$v and VictimPerUnit$p. In Monte Carlo simulation, a triangular probability density distribution 

is used to model uncertainty in the per unit victim costs.  

 

Criminal Justice Syst em Costs or Benefits. When crime is increased or reduced, taxpayers can expect to pay more or 

less, respectively, from the policy change. The calculation of these amounts are done for police expenses; court-related 

expenses including court staff, prosecutor and defender staff; jail sanction costs; prison costs; and community supervision 

costs for jail-based or prison-based sentences. The change in expenses for each part of the criminal justice system are 

calculated using the following equations:  
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For each segment of the criminal justice system, the change in expenses is the sum the change in the number of reported 

violent and property victimizations from Equations 4.2.22 and 4.2.23, ȹRCv and ȹRCp  times, respectively, the probability 

that a reported crime uses resources in each criminal justice segment, times the marginal cost of that segment per violent 

and property victimization. For jail and prison length of stay and for the length of stay on com munity supervision for jail -

based and post-prison-based segments, the parameters are conditional on the probability of a trip  given a reported 

crime. The per-unit costs are denominated in a common òbaseó yearõs dollars used for all monetary valuations in the 

benefit-cost analyses. In Monte Carlo simulation, a triangular probability density distribution is used to model uncertainty 

in the marginal per-unit criminal justice costs.  

 

4.3 Valuation of Child Abuse and Neglect Outcomes  
 

WSIPPõs benefit-cost model contains procedures to estimate the monetary value of changes in the occurrence of child 

abuse and neglect (CAN), as well as the monetary value of changes in out-of-home placement (OoHP) in the child welfare 

system. This section of the Technical Documentation describes WSIPPõs current procedures to estimate the monetary 

benefits of program -induced changes in CAN and OoHP.  

 

In general, analysts have constructed two types of studies to estimate the costs of CANñòprevalence-basedó studies and 

òincidence-basedó studies. Prevalence costing studies look backward and ask: How much does CAN cost society today, 

given all current and past CAN among people alive in a state or country?
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 Incidence costing studies look forward and 

ask: How much benefit could be obtained in the future if CAN was reduced? Both approaches use some of the same 

information, but assemble it different ways . Incidence-based studies are more useful for estimating the expected future 

benefits and costs of policy choices; WSIPPõs model uses an incidence-based approach.  

 

This component of WSIPPõs benefit-cost model is designed to ascertain whether or not there are effective, economically 

attractive policy options that  can reduce CAN and OoHP if implemented well. WSIPPõs model includes estimates for the 

value of reducing a substantiated child abuse and neglect (CAN) case, from the perspective of the victim, and to society 

at large. In addition, we estimate the value of avoiding out -of-home placements in foster care from the perspective of the 

taxpayer. The direct benefits are derived by calculating the costs that are incurred with the incidence of a child abuse and 

neglect case, or an occurrence of placement out-of-home.  

 

CAN costs are a function of three principal components: the expected value of public costs associated with a 

substantiated CAN case (e.g., child welfare system and court costs) and an estimate of the medical, mental health, and 

quality of life costs associated with the victim of CAN (including the higher risk of death experienced by CAN victims). The 

third component is made up of other long -term costs that are causally linked to the incidence of CAN; these linkages are 

described in Section 4.3d and further detailed in the Appendix. OoHP costs are derived from the expected value of public 

costs of an out-of-home placement, conditional on that placement occurring . As the costs for OoHP are most often a 

function of CAN-related participation in the child welf are system, we most frequently refer to the òCAN modeló when 

describing our computations below .  
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 See for example, Wang, C.T. & Holton, J. (2007). Total estimated cost of child abuse and neglect in the United States. Chicago: Prevent 

Child Abuse America. Retrieved June 30, 2011 from: 

http://www.preventchildabuse.org/about_us/media_releases/pcaa_pew_economic_impact_study_final.pdf 



Limitations of o ur Methods for Valuing Reductions in CAN and OoHP  

 

In the current benefit -cost model, we do not estimate the benefits of reducing CAN to the children of CAN victims. Our 

model is presently limited to effects on the two generations of CAN prevention or intervention program participants: the 

parent and the child (potential victim) . Some research has demonstrated that CAN victims are more likely to perpetrate 

abuse or neglect on their own children; we are unable to monetize those effects at this time.
 94 

 

4.3a CAN Prevalence and Cost Parameters  

 

The CAN model is driven with a set of parameters describing various aspects of CAN epidemiology, participation in the 

child welfare system, and linked relationships with other outcomes. In addition, there are several other input parameters 

used in the CAN model that are general to WSIPPõs overall benefit-cost model; these are discussed elsewhere in this 

Chapter. In the following sections, the sources for the parameters and the computational routines are described.  
 

Exhibits 4.3.1, 4.3.2, and 4.3.3 display the parameters for the analysis of child abuse and neglect and out-of-home 

placement in the child welfare system. Each is described in detail below. 
 

WSIPPõs CAN model begins by analyzing the epidemiology of CAN to produce estimates of the cumulative likelihood of 

experiencing child abuse or neglect. An estimate of the cumulative prevalence of CAN is central to the benefit-cost model 

because it becomes the òbase rateó of CAN to which program or policy effect sizes are applied to calculate the change in 

the number of avoided CAN òunitsó caused by the program, over the lifetime following treatment.  
 

Exhibit 4.3.1 displays the following inputs, for age one to 18: 
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 Whipple, E.E. & Webster-Stratton, C. (1991). The role of parental stress in physically abusive families. Child Abuse & Neglect, 15(3), 279-

291; Hunter, R.S., Kilstrom, N., Kraybill, E.N., & Loda, F. (1978). Antecedents of child abuse and neglect in premature infants: A prospective 

study in a newborn intensive care unit. Pediatrics, 61(4), 629-635; Kim, J. (2009). Type-specific intergenerational transmission of neglectful 

and physically abusive parenting behaviors among young parents. Children and Youth Services Review, 31(7), 761-767; Belsky, J. (1993). 

Etiology of child maltreatment: A developmental -ecological analysis. Psychological Bulletin, 114(3), 413-434. 

¶ the cumulative prevalence of CAN for general and low-income populations; 

¶ the cumulative likelihood of CAN recurrence for indicated populations ; 

¶ the annual likelihood of out -of-home placement for those with CAN for general and indicated populations;  

¶ the cumulative likelihood of out -of-home placement for the imminent risk and SED populations. 



Exhibit 4.3.1 

Prevalence of CAN and OOHP by Population 

 

General population  Indicated (CWS -involved) 

population  

Special populations  

  

 

Abuse & 

Neglect: 

cumulative 

prevalence  

Abuse & 

Neglect: 

cumulative 

prevalence  

(low -income)  

Out -of -home 

placement of 

those with 

CAN 

Abuse & 

Neglect: 

recurrence for 

maltreated 

children  

Out -of -home 

place: of 

those with 

CAN 

Children at 

imminent 

risk of 

removal  

Children with 

serious 

emotional 

disturbance  

(SED) 

 
  

Rate of first 

substantiation  

by age , 

cumulative  

Rate of first 

substantiation  

by age , 

cumulative, 

for  low 

income 

population  

CAN-referred 

population: 

age of 1st 

placement  

Recurrent 

substantiation 

by follow up 

year, 

cumulative  

Removal  in 

each follow -

up year  

Placement 

by follow -

up year, 

cumulative  

Placement by 

follow -up 

year, 

cumulative  

 
  

  

Age or 

follow -up 

year Percent  Percent  Percent  Percent  Percent  Percent  Percent  

1 0.0212 0.0451 0.3439 0.2124 0.3431 0.4911 0.3543 

2 0.0302 0.0635 0.1303 0.3275 0.1984 0.5682 0.4076 

3 0.0389 0.0810 0.1127 0.3949 0.1683 0.6133 0.4388 

4 0.0469 0.0968 0.1025 0.4427 0.1508 0.6453 0.4609 

5 0.0544 0.1113 0.0952 0.4797 0.1383 0.6701 0.4781 

6 0.0615 0.1247 0.0896 0.5100 0.1286 0.6903 0.4921 

7 0.0681 0.1371 0.0849 0.5356 0.1207 0.7075 0.5039 

8 0.0743 0.1486 0.0811 0.5578 0.1140 0.7223 0.5142 

9 0.0800 0.1590 0.0777 0.5774 0.1082 0.7354 0.5233 

10 0.0853 0.1687 0.0747 0.5949 0.1031 0.7471 0.5314 

11 0.0903 0.1776 0.0720 0.6107 0.0985 0.7577 0.5387 

12 0.0949 0.1858 0.0696 0.6251 0.0944 0.7674 0.5454 

13 0.0996 0.1939 0.0674 0.6384 0.0906 0.7763 0.5515 

14 0.1042 0.2020 0.0654 0.6507 0.0872 0.7846 0.5572 

15 0.1088 0.2098 0.0635 0.6622 0.0840 0.7922 0.5625 

16 0.1133 0.2175 0.0618 0.6729 0.0810 0.7994 0.5675 

17 0.1171 0.2239 0.0601 0.6830 0.0782 0.8062 0.5722 

18 0.1195 0.2279 0.0586 0.6925 0.0755 0.8125 0.5766 

 

To compute the estimated probability of being a victim of child abuse or neglect, we use data from the National Child 

Abuse and Neglect Data System to calculate the one-year prevalence of child victims by age group.
95

 In any given year, 

some of these cases are repeat cases from previous maltreatment episodes. We estimate this number by subtracting the 

proportion of first -time victims
96

 from one. Using these two parameters to calculate the annual probability of a new 

substantiated child abuse or neglect case for a child from age one to age 18, the implied lifetime prevalence rate of child 

abuse or neglect for the general population of children is estimated to be 11.9% . The cumulative prevalence for CAN by 

age, after repeat cases are accounted for, is displayed in Exhibit 4.3.1. 

 

To test the reasonableness of this estimate, we use a second approach to calculate the lifetime prevalence. We gather 

other research studies that examine this question with longitudinal cohort data . Exhibit 4.3.2 summarizes these estimates. 
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Administration on Children, Youth and Families, (2011). Child Maltreatment 2011 Table 3-4. Retrieved August 1, 2013, from 

http://www.acf.hhs.gov/sites/default/files/cb/cm11.pdf.  
96

 Ibid, table 3-13. 



The studies measure child abuse and neglect with different definitions, for different populations, and at different times . 

Ignoring these variations, a simple weighted average of the studies produces an estimate of 10.6% lifetime prevalence of 

child abuse, slightly lower than, but similar to the estimate described in the first method above.  

 

Exhibit 4.3.2 

Lifetime Prevalence Estimates of Child Abuse and Neglect 

Study  

Number in 

study with 

abuse 

Total 

number in 

sample 

Percentage 

with child 

abuse or 

neglect  

Notes  

Total  3,765 35,650 10.6% Weighted average of studies listed 

Eckenrode et al. 1993 1,239 8,569 14.5% General pop, NY, substantiated cases 

Stouthamer-Loeber et al. 2001 52 506 10.3% Inner city pop,  Pittsburg, substantiated cases 

Zingraff et al. 1993 10 387 2.6% School sample, Mecklenburg, NC 

Thornberry et al. 2001 213 1,000 21.3% Rochester, NY, substantiated cases 

Reynolds et al. 2003 69 595 11.6% Chicago higher risk sample, CPS control group 

MacMillan et al. 1997 1,461 9,953 14.7% General pop, Ontario, severe, self-report  

Brown et al. 1998 46 644 7.1% General pop, non SES 

Kelleher et al. 1994 378 11,662 3.2% Five urban sites 

Dodge et al. 1990 46 304 15.1% General pop, physical abuse 

Finkelhor et al. 2003 252 2,030 12.4% One year rate 

 

Some of the populations that are the focus of prevention and early intervention programs  are not the general population 

but are, instead, from higher risk populations, often those with low  socio-economic status. For the model, we estimate a 

parameter for this (an odds ratio applied to the annual prevalence rate for the general population) by taking a weighted 

average of the results of five studies that examined this question with lower-risk control groups (see Exhibit 4.3.3).97 

 

Exhibit 4.3.3 

Odds Ratios for Child Abuse and Neglect: High-Risk Populations 

 

For children already in the child welfare system, we also estimate the likelihood of recurrence of abuse or neglect. The 

results of this analysis are also displayed in Exhibit 4.3.1; we use child welfare history data from Washington State to 

estimate, of those children who receive one accepted referral, the proportion who subsequently receive another accepted 

referral over time.
98

 We analyze the proportion of children who have experienced a recurrence of abuse or neglect, from 
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 Lealman, G.T., Phillips, J.M., Haigh, D., Stone, J., & Ord-Smith, C. (1983). Prediction and prevention of child abuseñAn empty hope? The 

Lancet, 321(8339), 1423-1424;. Murphey, D.A & Braner, M. (2000). Linking child maltreatment retrospectively to birth and home visit 

records: An initial examination. Child Welfare, 79(6), 711-728; Kotch, J.B., Browne, D.D., Dufort, V., Winsor, J., & Catellier, D. (1999). 

Predicting child maltreatment in the first 4 years of life from characteristics assessed in the neonatal period. Child Abuse and Neglect, 

23(4), 305-319; Hussey, J.M., Chang, J.J., & Kotch, J.B. (2006). Child maltreatment in the United States: Prevalence, risk factors, and 

adolescent health consequences. Pediatrics, 118(3), 933-942; Brown, J., Cohen, P., Johnson, J.G., & Salzinger, S. (1998). A longitudinal 

analysis of risk factors for child maltreatment: Findings of a 17-year prospective study of officially recorded and self-reported child abuse 

and neglect. Child Abuse and Neglect, 22(11), 1065-1078. 
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 WSIPP analysis of DSHS CAMIS data for FY 1998 and FY 2000 birth cohorts.  

Study  
Number of 

participants in study  

Odds 

ratio  
High -risk population  

Total  43,707 2.175 (Weighted average)  

Lealman et al. 1983 2,802 3.72 Mothers under 20 OR with late prenatal care OR unmarried 

Murphey & Braner 2000 29,291 2.45 Teen mothers OR eligible for Medicaid 

Kotch et al. 1999 708 1.36 Receiving income support 

Hussey et al. 2006 10,262 1.06 Income less than $15,000 

Brown 1998 644 1.44 Low income 



one year out to  12 years. We then plot a logarithmic curve with those data to predict the likelihood of a recurrence from 

up to 17 years after the initial incident .  

 

Exhibit 4.3.1 also displays the base rates of out-of-home placement for various populations . For the general population, 

we calculate the probability of out -of-home placement at each age, given a child has an accepted CAN referral, based on 

a WSIPP analysis of Washington State child welfare data.
99

 To compute the base likelihood of out -of-home placement for 

a prevention populati on, we multiply the likelihood of a substantiated CAN case at each age (derived from NCANDS data 

as described above) by the ratio of Washington-reported accepted referrals to estimated CAN cases,
100

 then by the 

likelihood of out -of-home placement given CAN at each age. 

 

For the population of children already in the child welfare system, we computed the likelihood, for each year following a 

second accepted referral (regardless of their age at first or second accepted referral), that a child would be removed from 

home. For children deemed at òimminent riskó of placement, a WSIPP analysis determined the risk of out-of-home 

placement for these children was much higher than in the indicated population (from the studies we included, about 25% 

of children at òimminent riskó of placement had been removed from home in the first three months; this number grew to 

nearly 50% by one year).
101

 Our analysis resulted in a unique predicted base rate of out-of-home placement for the 

òimminent riskó population. The last column in Exhibit 4.3.1 shows the cumulative likelihood over time of out -of-home 

placement for children with serious emotional disturbance (SED). These children are sometimes placed in intensive foster 

care, or in the hospital for psychiatric treatment.
102

   
 

Estimated per-child child welfare system costs are displayed in Exhibit 4.3.4. The table below provides the sources for 

these figures, in some cases derived from Washington State data, and in other cases estimated from national data. We 

multiply the probab ility of receiving each service by the per-child cost to calculate an expected value cost for each 

accepted referral.  

 

In addition, we also estimate the cost of placing children with serious emotional disturbance (SED);
103 

although these 

children are not placed for reasons of abuse and neglect, but rather mental health problems, the programs which aim to 

avoid placements for this population are often provided within the child welfare system.  
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 Using data from DSHS CAMIS for children born between July 1, 1997 and July 1, 2008, we examined the subset of children who had at 

least one accepted referral at some point in their childhood (in ou r analysis, accepted referrals act as a proxy for substantiated CAN 

cases; later in the analysis we compute the ratio of accepted referrals to our estimate of substantiated CAN cases as an adjustment). We 
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 To compute this ratio, we use data from DSHS CAMIS for children born between July 1, 1997 and July 1, 2008 to determine what 

proportion had at least one accepted re ferral by age 11. We then divide this proportion by our estimated cumulative proportion of 

substantiated CAN in the general population by age 11 (see Exhibit 4.3.1). 
101

 WSIPP analysis of two evaluations of the HOMEBUILDERS® model of intensive family preserv ation services, which serve youth at 

òimminent riskó of placement and report cumulative likelihood of out-of-home placement at different periods of time. We plotted the 

likelihood of placement by follow -up period and fit a logarithmic curve to the point -in-time estimates, projecting rates of removal for up 

to 17 years.  
102

 We calculated the cumulative percent from two studies of Multisystemic Therapy for children with SED that followed children o ver 

more than one year. We used the data from four points in ti me to plot a logarithmic curve from which we projected rates of placement 

for up to 17 years. 
103

 The cost of out-of-home placement for SED children is based on a WSIPP analysis of Washington State data, taking into account the 

cost for Behavioral Rehabilitation Services (BRSñresidential treatment for children) and the average length of stay in such treatment. 

Cost data was derived from the DSHS Childrenõs Administration EMIS reporting system (average monthly per-child ongoing placement 

services costs for FY11), and length of stay was estimated from DSHS CAMIS data for children removed from home for behavior, drug, or 

alcohol problems between January 1, 1999 and January 1, 2005. 



 

Exhibit 4.3.4 

The Estimated Average Public Cost of a Child Protective Service Case Accepted for Investigation, 

State of Washington (in 2014 Dollars) 

 
Number 

of 

children  

Probability 

of 

receiving 

this service  

Per-child 

cost  

Year of 

dollar 

estimates  

Expected 

cost per 

accepted 

case 

 (1) (2) (3) (4) (5) 

Child Protective Services (CPS)       

Referrals (children) accepted for investigation 37,992
1
 100% $696

2
 2011 $727 

Police involvement 6,345
3
 16.7% $670

4
 2009 $122 

Juvenile court dependency case involvement 4,864
5
 12.8% $3,373

6
 2007 $484 

Child w elfare services      

Percentage of protective custody placements that are CPS cases 75.27%
7
     

Protective custody (foster care) 5,589
8
 11.1%     $34,623

9
 2012 $3,931 

In-home services (not out-of-home placement)    37,992
10

 2011 $462 2011 $483 

Adoption  790
11

 2.1%    $79,094
12

 2012 $1,686 

Juvenile court termination case involvement 1,705
13

 4.5%        $3,906
6
 2007 $196 

TOTAL: Expected present value cost of an accepted CPS case (in 201 4 dollars)    $7,630 

Rate of decay of system costs over time    -0.53 

Addendum: Expected present value cost of an out-of-home placement, conditional on an out -of-home placement $48,300 

Addendum: Expected present value cost of an out-of-home placement, for a child with serious emotional disturbance (SED)                 $9.026 

Notes: 
1
 Washington State DSHS Childrenõs Administration, 2011 Year in Review, available at: http://www.dshs.wa.gov/pdf/ca/year -in-review2011.pdf. 

2 
Washington State DSHS Research and Data Analysis Client Data for FY2011. Total expenditures for òChild Protective Services case management", divided by total 

accepted referrals. 
3
 Percentage of referrals from police sources, all states, applied to total accepted referrals. From Administration on Children, Youth and Families (2011) Child 

Maltreatment 2011, Table 2-C, available at: http://www.acf.hhs.gov/sites/default/files/cb/cm11.pdf . 
4
 Marginal operating cost of an arrest for a misdemeanor from WSIPP crime model. 

5
 Washington State Office of the Administrator of the Courts, 2012, Juvenile dependency filings. Report available at 

http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&fileID=jdpfilyr.  
6
 Based on average number of hearings per case (see Miller, M. (2004). How do court continuances influence the time children spend in foster care (Doc. No. 04-03-

3901). Olympia: Washington State Institute for Public Policy.) multiplied by WSIPP analysis of average cost per hearing (based on projected length in hours, and 

the hourly wages for the people estimated to be involved in each hearing). 
7
 Based on WSIPP analysis of DSHS Childrenõs Administration data. 

8
 AFCARS 2011, Children in Foster Care (entered care): http ://cwoutcomes.acf.hhs.gov/data/downloads/pdfs/washington.pdf .  

9 
Calculated based on DSHS Childrenõs Administration projected per-capita costs for FY2013. We recognize that there are additional costs of out-of-home care for 

children placed with relatives, such as child-only TANF payments. We are unable to estimate these costs at this time, but plan to do so in the future. 
10

 DSHS Childrenõs Administration EMIS reporting system; unduplicated counts of children served are unreported; therefore, we summed FY11 total costs for in -

home services and divided by total accepted referrals for a cautious per-child estimate. 
11

 WSIPP estimate of new adoption cases each year, from FY2008 DSHS Childrenõs Administration data. 
12

 WSIPP calculation of total adoption support per case, estimated from FY2012 Childrenõs Administration data. 
13 

Washington State Office of the Administrator of the Courts, 2012, Juvenile termination filings. Report available at 

http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&fileID=jdpfilyr . 

 

Expected value victim costs are derived from calculations by Miller et al., (2001); their comprehensive analysis of the 

future impacts of victimization by child abuse and neglect takes into account medical, mental health, and quality of life  

costs, as described in Exhibit 4.3.5.
104

 These estimated totals are life cycle expected value costs per CAN crime; we use the 

òdecayó parameter for victim costs above to òspread outó those costs over a childõs life. 
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 Miller, T.R., Fisher, D.A., & Cohen, M.A. (2001). Costs of juvenile violence: Policy implications. Pediatrics, 107(1). 

http://www.dshs.wa.gov/pdf/ca/year-in-review2011.pdf
http://www.acf.hhs.gov/sites/default/files/cb/cm11.pdf
http://cwoutcomes.acf.hhs.gov/data/downloads/pdfs/washington.pdf
http://www.courts.wa.gov/caseload/?fa=caseload.showReport&level=s&freq=a&tab=juvDep&fileID=jdpfilyr


Exhibit 4.3.5 

Medical, Mental Health, and Quality of Life Costs  

per Victim of Child Abuse and Neglect, 1993 Dollars 

 Medical and 

mental 

health 

costs
(1)

  

 

Quality of 

life costs
(1)

  

 

Number of 

victims
(3)

 

 (1) (2) (3) 

Type of child abuse and neglect     

  Sexual abuse $6,327
2
 $94,506

2
 114,000 

  Physical abuse $3,472
2
 $58,645

2
 308,000 

  Mental abuse $2,683
2
 $21,099

2
 301,000 

  Serious physical neglect $911
2
 $7,903

2
 1,236,000 

  Total $1,901
4
 $22,948

4
 1,959,000 

Distribution of costs by p ayer    

  Percentage incurred by taxpayer 50%
5
 0%

5
  

  Percentage incurred by victim 50%
5
 100%

5
  

  Amount paid by taxpayer $951
(4)

 $0
(4)

  

  Amount paid by victim  $951
(5)

 $22,948
(5)

  

Rate of decay of victim costs over time  -0.10   

Notes: 
1
 The source of the cost elements in this table is Miller et al. (2001).  

2
 Ibid., Table 1. We assumed 80% urban and 20% rural costs on the Miller et al. table 1. 

3
 The source for the total U.S. number of victims: Miller, T.R., Cohen, M.A., & Wiersema. B. (1996). Victim costs and consequences:  

4
 A new look. Research report, Table 1. Washington, DC: National Institute of Justice.  

5
 These totals are weighted average sums using the victim numbers in column (3). 

6
 WSIPP assumptions. 

The final parameters in Exhibits 4.3.4 and 4.3.5 allow us to estimate the timing of costs incurred within the child welfare 

system. We have two rates of decay, one for costs within the child welfare system, and one for costs to the victim. Within 

the system, costs for a case of child abuse or neglect do not occur all at once, but rather linger over time. Costs like an 

investigation, initial services to a family, dependency court, and so forth, occur early in the case, but child welfare services 

and out-of-home placements may continue for a number of years. From our data in Exhibit 4.3.4, we estimate the amount 

of system-related costs we would expect to be incurred within the first two yea rs of a typical CAN case (78%). Using that 

figure, we calculate a rate of òdecay,ó such that for each year after the beginning of a case, the amount of cost decayed by 

-0.53. That means, in the first year, 53% of the total expected costs are incurred; by the end of the second year, 78% have 

been incurred; 90% by the end of the third year; and so on. This decay continues for a maximum of 17 years, as child 

welfare system costs for out-of-home placement, courts, and child welfare services, etc., often do not continue past the 

age of 17.  

 

We also estimate the amount of victim-related costs over time, expecting that these costs may linger much longer than 

system-related cost. Our estimated rate of decay for these costs is -0.10, which means that, relative to system costs, we 

expect victim costs of mental health and quality of life to be spread over a greater number of years. 

 

Sources of CAN and OoHP costs. The parameters described in Exhibit 4.3.6 allow users to input the proportion of child 

welfare funding from state, local, and federal sources.   



Exhibit 4.3.6 

Proportion of CAN and OoHP Costs by Source 

 State Local Federal 

CPS response
1
 0.625 0.000 0.375 

Police involvement
2
 0.150 0.850 0.000 

Juvenile court (dependency)
3
 0.510 0.490 0.000 

Protective custody (foster care)
1
 0.625 0.375 0.000 

In-home services
1
 0.625 0.375 0.000 

Adoption
4
 0.500 0.000 0.500 

Juvenile court (termination)
3
 0.440 0.560 0.000 

Out-of-home placement for children with SED
4
 0.500 0.000 0.500 

Victimization (taxpayer) costs
5
 0.500 0.000 0.500 

Notes: 
1 
For the 75% of kids who are Title IV-E eligible, we apply the Washington State FMAP rate from Federal Register /Vol. 75, No. 217 /November 10, 2010 

/Notices 69083, accessed from: http://aspe.hhs.gov/hea lth/fmap12.pdf . For the 25% of non-eligible children, we assume the state pays 100%. 
2 
Justice Expenditure and Employment Extracts, 2010 - Preliminary, Tracey Kyckelhahn, Ph.D., Tara Martin, BJS Intern, July 1, 2013. NCJ 242544, Table 4:  Justice 

system expenditure by character, state and type of government, fiscal 2010, Link: http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679 . Direct current Police 

Protection expenditures for state and local governments for Washington State. 
3
 WSIPP analysis of staff present at juvenile hearings; assume state pays 100% of Assistant Attorney General and social worker salaries, 50% of judicial officer 

salaries. Other staff are assumed to be fully funded by the local government.  
4
 Department of Health and Human Services, 75(217) Fed. Reg. 69083 (proposed Nov. 10, 2010), accessed from: http://aspe.hhs.gov/health/fmap12.pdf . 

5
 We assume that victim costs to taxpayers is be in form of health and mental health treatment; with 50/50 FMAP split.  

 

4.3b  Deaths Attributed to CAN  

 
Children who are victims of CAN have a higher risk of death than children who are not. Data collected by the Childrenõs 

Bureau at the federal Administration for Children and Families give the number of children who die each year as a result 

of abuse or neglect.
105

 We use these numbers to compute the likelihood of death by age f or CAN victims (see Exhibit 

4.3.7). We assume that interventions that reduce the likelihood of CAN also reduce the risk of death by CAN, so we apply 

the risk of death by CAN at each age post-treatment to the amount of change we expect an intervention to cause by age, 

then multiply by the value of a statistical life (as described in Section 4.11d) for each age.  

 

Exhibit 4.3.7 

CAN attributed deaths by age, United States, 2013 

Age group  
Years in age 

group  

CAN attributed 

deaths in U .S. 
All deaths in U .S. U.S. population  

Less than 1 year 1 707 23,440 3,941,783 

Age 1-3 3 524 3,423 11,934,615 

Age 4-7 4 178 2,153 16,363,731 

Age 8-11 4 53 1,802 16,327,716 

Age 12-15 4 40 3,076 16,668,723 

Age 16-17 2 15 3,193 8,349,304 
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 Childrenõs Bureau (2015). Child abuse and neglect fatalities 2013: Statistics and interventions, accessed from 

https://www.childwelfare.gov/pubs/factsheets/fatality .  

http://aspe.hhs.gov/health/fmap12.pdf
http://www.bjs.gov/index.cfm?ty=pbdetail&iid=4679
http://aspe.hhs.gov/health/fmap12.pdf
https://www.childwelfare.gov/pubs/factsheets/fatality


4.3c Linkages: CAN and Other Outcomes  

 

WSIPPõs benefit-cost model monetizes improvements in CAN, in part, with linkages between CAN and other outcomes for 

which a monetary value can be estimated. For example, credible research shows a causal link between the incidence of 

CAN and subsequent criminal behavior of the victimized youth when he or she is older . The parameters for these linkages 

are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship between 

CAN and later participation in crime by meta-analyzing the most credible studies that have addressed this topic. The 

meta-analytic process provides both an expected value effect given the weight of the evidence, and an estimate of the 

error of the estimated effect . Both the expected effect size and the estimated error are entered into the benefit -cost 

model and used when performing a Monte Carlo simulation.  The linkages in the current WSIPP model are listed in the 

Appendix.  

 

The studies that allow us to estimate causal links between child abuse and neglect and other, longer-term outcomes are 

most often based on the relationship between any CAN and some later consequence. While it is clear that there are 

consequences caused by one or more experiences of CAN (compared to zero experiences of CAN), there is not enough 

evidence for us to judge whether those relationships hold true for children who have already experienced CAN (and for 

whom we estimate some reduction in further CAN).To be cautious, we cut the magnitude of each estimated link in half 

when estimating benefits for CAN reduction for intervention populations (children who have already experienced some 

amount of CAN).  

 

To model the human capital outcomes affecting labor market earnings via CAN, we follow the same procedures 

described in depth in Section 4.4d. In our examination of the research literature, we found a strong effect of CAN on the 

probability of employment  as an adult, but no evidence to suggest that the earnings of CAN victims if employed would 

be any different than non -victims. For intervention populations, we apply o ur assumption about the reduced magnitude 

to this effect size. We then fit distributions of expected earnings given CAN using the methodology described in  

Section 4.4d. Exhibit 4.3.8 shows the parameters for the fitted distributions that reflect the change s in earnings. 

 

Exhibit 4. 3.8 

Labor Market Parameters for CAN Morbidity and Mortality  

 

Gain in labor market 

earnings for 

prevention of CAN  

vs. CAN experiences 

Gain in labor market 

earnings for CAN 

intervention vs. further 

CAN experiences  

Distribution  type LogNormal LogNormal 

Mean -1.0761 -1.2863 

Standard deviation 0.1552 0.1548 

Shift 0.7777 0.7767 

 

 

4.4 Valuation of Alcohol, Illicit Drug, and Regular Tobacco Use Outcomes  

 

WSIPPõs benefit-cost model contains procedures to estimate the monetary value of changes in the disordered use of 

alcohol and illicit drug s, as well as the monetary value of changes in regular tobacco smoking. Illicit drugs represent a 

broad category of substances; the current version of WSIPPõs model divides drugs into a) cannabis, b) opioids, and  

c) all other illicit drugs.
106

 Analysts sometimes abbreviate alcohol, tobacco, and other drugs with the acronym ATOD. This 

section of the Technical Documentation  describes WSIPPõs current procedures to estimate the monetary benefits of 

program-induced changes in ATOD. For WSIPPõs benefit-cost model, an alcohol and illicit drug disorder reflects either 

abuse or dependency as defined by the Diagnostic and Statistical Manual (DSM) of the American Psychiatric Association. 

Regular smoking is defined as daily smoking. 
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In general, analysts construct two types of studies to estimate the costs of ATOD: òprevalence-basedó studies and 

òincidence-basedó studies.
107

 Prevalence costing studies look backward and ask: How much does ATOD cost society 

today, given all current and past disordered use of ATOD among people alive in a state or country? Incidence costing 

studies look forward and ask: How much benefit could be obtained in the future if disordered use of ATOD can be 

reduced? Both approaches use some of the same information, but assemble it different ways. Incidence-based studies are 

more useful for estimating the expected future benefits and costs of policy choices.  

 

WSIPPõs ATOD model uses an incidence-based approach. Therefore, it is not designed to provide an estimate of the total 

cost to society of current and past ATOD. Other studies attempt  to estimate these values.108 For example, Rosen et al. 

found the total cost of alcohol in California in 2005 to be $38.5 billion in  òeconomicó costs ($1,081 per capita) and an 

additional $48.8 billion in òquality of lifeó costs.109 Similarly, Wickizer, (2007) estimated the cost of alcohol to Washington 

State in 2005 to be $2.9 billion in economic costs ($466 per capita) and that illicit drugs cost Washington an additional 

$2.3 billion.
110

 These prevalence-based total cost studies can be valuable, but they are not designed to evaluate future 

marginal benefits and marginal costs of specific public policy options.  

 

The purpose of WSIPPõs model is to provide the Washington State Legislature with advice on whether there are 

economically attractive evidence-based policies that, if implemented well, can achieve reductions in the harmful use of 

ATOD. To do this, the model monetizes the projected life-cycle costs and benefits of programs or policies that have been 

shown to achieve improvementsñtoday and in the futureñin disordered ATOD. If, for example, empirical evidence 

indicates that a prevention program can delay the age at which young people initiate the use of alcohol, then what long-

run benefits, if any, can be expected from this outcome? If an intervention program for current  regular smokers can 

achieve a 10% reduction in the rate of smoking, then what are the life-course monetary benefits? Once computed, the 

present value of these benefits can be stacked against program costs to determine the relative attractiveness of different 

approaches to achieve improvements in desired outcomes. 

 

The current version of the ATOD model allows the computation of the following types of avoided costs, or benefits, when 

a program or policy reduces probability of a personõs current and future prevalence of substance use disorders. 

Depending on each particular substance, the following cost categories are included in WSIPPõs model: 
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¶ Labor market earnings from ATOD morbidity or mortality, to the degree there is evidence that current 

earnings are reduced because of ATOD (morbidity), or lifetime earnings are lost because of premature 

death (mortality) caused by ATOD. 

¶ Medical costs for hospitalization, emergency department, and pharmaceuticals or total health care 

costs from ATOD morbidity or mortality, to the degree that these costs are caused by ATOD. 

¶ Crime costs to taxpayers and victims, to the degree that crime is estimated to be caused by ATOD. 

¶ Traffic collision costs, to the degree that collisions are estimated to be caused by ATOD (only used in 

the case of alcohol). 

¶ Treatment costs of ATOD, to the extent that disordered users of ATOD utilize treatment. 

¶ Value of a statistical life (VSL) estimates cost to society, net of labor market changes, applied to the 

change in mortality estimated to be caused by ATOD. 



4.4a ATOD Epidemiological Parameters: Current Prevalence for Prevention and Intervention  Programs  

 

WSIPPõs ATOD model begins by analyzing the epidemiology of each ATOD disorder or problem to produce estimates of 

the current 12-month prevalence of heavy and disordered alcohol use, disordered cannabis, opioid, and other illicit drug 

use, and regular tobacco smoking (we use the general phrase òATOD disorderó to refer to any of these conditions). An 

estimate of the current prevalence of an ATOD disorder is central to the benefit -cost model because it becomes the òbase 

rateó of an ATOD disorder to which program or poli cy effect sizes are applied to calculate the change in the number of 

avoided ATOD òunitsó caused by the program, over the lifetime following treatment . 

 

The ATOD model also provides the base methodology for computing the current prevalence of other health conditions, 

including depression, anxiety, ADHD, disruptive behavior disorders, serious mental illness, post-traumatic stress disorder, 

diabetes, and obesity. 

 

The formulas presented here are used not only in the ATOD model, but also in the mental health and health care models. 

Later Sections describing methods for these topic areas refer back to Section 4.4a.  

 

Four parameters enter the model to enable an estimate of the current prevalence of ATOD, from age one to age 100,  

 

Exhibit 4.4.2 displays the current parameters in WSIPPõs model for the first three epidemiological facto rs, along with 

sources and notes. The death probability information is described in Section 4.4b. 

 

For each ATOD disorder, or other health condition, the current prevalence among the general population is estimated 

using the following equation:   

  

τȢτȢρ      ὅὖὋ  ὕ ὖ ὒὝὖὛ ὛὊ 

 

The current prevalence probability at any year in a personõs life, CPy, is computed with information on the age -of-onset 

probability,  O, from prior ages to the current age of the person, multiplied by the  persistence probability, P, of remaining 

in the condition at each onset age until the person is the current age, multiplied by  the lifetime  probability of ever having 

the condition , LTP, multiplied by  the probability of any-cause survival at each age, Sy, multiplied by the probability of 

condition -related survival in each age group, SFa, following treatment by a program.  

 

For each ATOD disorder or health condition , the exogenous age-of-onset probability distribution for ages one  to 100, O, 

is a density distribution and is estimated with information from the sources shown in Exhibit 4.4.2.  

τȢτȢς    ρ ὕ  

 

Also, for each ATOD disorder or health condition , the exogenous persistence distribution for ages after onset, P, is 

computed from the sources shown in Exhibit 4.4.2. The persistence distribution describes the probability, on average, of 

being in the condition each year following onset.  

 

The probability of survival at any given age (all causes), Sy, is computed  from a national life table on survival, LTS, in the 

general population . The inputs for the survival table are described in Section 4.11c of the Technical Documentation . To 

compute the current prevalence of a disorder over the entire life course, Sy is normalized to age one, as given by the 

following equation:   

 

τȢτȢσ   Ὓ
ὒὝὛ

ὒὝὛ
 

¶ Lifetime prevalence: the percentage of the population that has a specific lifetime ATOD disorder, 

¶ Age of onset: the age of onset of the specific ATOD disorder,  

¶ Persistence: the persistence of the specific ATOD disorder, given onset, and 

¶ Death (survival): the probability of death by age, after the age of treatment by a program . 



Because the probability of survival depends on the number still living at the treatment age, tage, the Sy is normalized to 

the age of the person being treated in the program being analyzed, as it is assumed that all treatment programs will be 

for those currently alive at time of treatment , as shown in the following equation: 

τȢτȢτ   Ὓ
ὒὝὛ

ὒὝὛ
 

 

The final term in Equation 4.4.1 is the reduced chance of survival due to the specific health condition, above and beyond 

what one may observe generally. For individuals in the general population, we compute estimates for each age group 

with the following equation:  

 

τȢτȢυ    ὛὊὋ

ρ
ὅέὲὨὈ
ὖέὴ ὅὖ

 
ὖέὴὈ ὅέὲὨὈ

ὖέὴ

ρ
ὖέὴὈ
ὖέὴ

 

 

In Equation 4.4.5, Popa is the total population in a state in each age group,  CPa is the average current prevalence in each 

age group, PopDa is the total number of deaths in a  state in each age group, and CondDa is the deaths attributable to the 

ATOD disorder or other health cond ition in each age group. 

 

Equation 4.4.1 describes the calculation of current prevalence for general (prevention) populations. For programs treating 

indicated populations,  CPIy the prevalence in all years following treatment is described using the following equation:  

 

τȢτȢφ      ὅὖὍ 

ὕ ὖ

В ὕ
Ὓ ὛὊὍ 

 

Finally, the survival factors for indicated populations by age group (SFIa) can be calculated with the following equation : 

 
τȢτȢχ        ὛὊὍ ὛὊὋ ὅὖ ρ ὅὖ 

 

Example. We provide an illustrative example of computing  CPGy  in Equation 4.4.1 for disordered alcohol use. Using the 

results from Hasin et al., (2007), we computed a probability density distribution for the age of onset of DSM alcohol 

disorders.
111

 The Hasin study summarizes information from the National Epidemiologic Survey on Alcohol and Related 

Conditions, a nationally representative sample. We used @Risk software to estimate alternative distributions that fit the 

onset information reported in th e Hasin study. We then selected the type of distribution with the best fit where the 

criterion was the lowest root -mean squared error. For our analysis of the results reported in the Hasin study, we 

computed a loglogistic density distribution ; the estimated parameters are reported in Exhibit 4.4.2. The exhibit below 

plots the estimated distribution, where the sum of annual probabilities equals 1.0 . 

 

Exhibit 4.4.1 
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Next, estimates of the persistence of the alcohol disorder, given onset, were computed for alcohol from a study by Lopez-

Quintero, et al.
112

 The Lopez-Quintero study also used information from the National Epidemiologic Survey on Alcohol 

and Related Conditions. Again, we used @Risk software to model the best fitting cumulative remission curve, and then 

inverted the result to estimate a persistence curve. A Weibull distribution was the best -fitting curve for this disorder . The 

resulting estimates measure the probability of remaining in a DSM alcohol disorder in the years following onset . The 

estimated Weibull parameters are shown in Exhibit 4.4.2 and Exhibit 4.4.3 plots the results.
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Exhibit 4.4.2 

Input Parameters for the Epidemiology of Alcohol Disorders, Illicit Drug Disorders, and Regular Smoking
(1) 

 
DSM alcohol 

disorder  
Heavy d rinking  

DSM illicit 

drug disorder 

(cannabis)  

DSM illicit d rug 

disorder  

(non cannabis ) 

DSM i llicit drug 

disorder 

(opioids)  

Regular tobacco 

smoking  

 (a) (b)  (c) (d)  (e) (f ) 

Percentage of population with lifetime DSM disorder, heavy 

drinking, or regular smoking 
24.2%

2
 31.3%

7
 8.5%

8
 5.5%

8
 1.53%

10
 39.3%

13
 

Age of onset: 

Type of distribution  
Log-logistic

3
 Log-logistic

3
 

Extreme 

value
9
 

Extreme 

value
9
 

Log-logistic
11

 Log-logistic
14

 

Parameter 1 14.5776 14.5776 18.0348 18.0348 9.4332 4.5788 

Parameter 2 8.0661 8.0661 3.6638 3.6638 8.344 12.647 

Parameter 3 2.05 2.05 n/a n/a 2.264 6.8346 

Parameter 4 n/a n/a n/a n/a n/a n/a 

Remission of DSM disorder, given onset      

Beta-general
4
 Type of distribution  Weibull

4
 Weibull

4
 Lognormal

4
 Lognormal

4
 Weibull

12
 

Parameter 1 0.5 

 

0.5 

 

1.7917 1.4741 0 0.5 

 Parameter 2 0.86728 0.86728 1.149 1.0985 0.74791 0.96399 

Parameter 3 24.129 24.129 n/a n/a 9.7642 2.0358 

Parameter 4 n/a n/a n/a n/a n/a 0 

Parameter 5 n/a n/a n/a n/a n/a 115.25 

Percentage of general population consuming substance 67.2%
5
 67.2%

5
 11.4%

5
 8.4%

5
 3.9%

13
 27.8%

5
 

       Notes: 
1 For benefit-cost modeling, except where noted, alcohol and drug disorders include both DSM categories of abuse and dependence. Tobacco smoking is measured as regular daily smoking. 

Heavy drinking is defined by exceeding recommended maximum weekly or both daily and weekly drinking limits . All outcomes are estimated as dichotomous conditions. 
2 Verg®s, A., Littlefield, A.K., & Sher, K.J. (2011). Did lifetime rates of alcohol use disorders increase by 67% in 10 years? A comparison of NLAES and NESARC. Journal of Abnormal Psychology, 

120(4), 868-77 This study compares results from the NLAES and NESARC epidemiological surveys. We elected to average the two results for the two national surveys reported in the Vergés study 

(0.1817 and 0.3028). When the averaged lifetime value is entered into our model, the resulting current prevalence estimate from our model (0.077) is nearly identical to the average of the current 

prevalence estimates, reported by Vergés, from the two national surveys (0.079, the average of 0.0740 and 0.0846).  
3 Hasin et al. (2007). From the Figure reported in the paper, we computed a loglogistic probability density distribution for the age of onset of a DSM alcohol disorder, conditional on having a 

disorder. @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowes t root -mean squared error) was chosen. We investigated the onset of 

heavy drinking in a separate analysis, using Kalaydjian et al. (2009) analysis of NCS-R data (Kalaydjian, A., Swendsen, J., Chiu, W.T., Dierker, L., Degenhardt, L., Glantz, M . . . Kessler, R. (2009). 

Sociodemographic predictors of transitions across stages of alcohol use, disorders, and remission in the National Comorbidity Survey Replication. Comprehensive Psychiatry, 50, 4). We used the 

definition of the first time individuals r eported experiencing a symptom of alcohol abuse; the onset curve was nearly identical to estimates of abuse and dependence onset from Hasin et al. 

(2007), so elected to use parameters derived from Hasin et al. (2007) for both disordered and heavy alcohol use.  
4 Lopez-Quintero et al. (2011). For alcohol and illicit drug disorders and nicotine we fitted cumulative probability distributions to the remission  information reported in the study, and then 

inverted to estimate persistence curves. @Risk software was used to estimate alternative distributions; for each disorder, the distribution with the best fit (criterion: lowest root -mean squared 

error) was chosen. For alcohol and tobacco, the first parameter shown is a shift parameter. For illicit drug disorders, the non-cannabis estimate is for cocaine, the only non-cannabis illicit drug 

analyzed in the Lopez-Quintero paper. We were unable to estimate a separate curve for heavy drinking and therefore used the remission parameters from alcohol abuse or dependence for heavy 

drinking as well. 
5 Analysis of 2009 National Survey on Drug Use and Health. For alcohol, we used the ALCYR variable (used within the past year). We used the MRJYR variable for cannabis (used in past year), the 

IEMYR variable for illicit drugs other than cannabis (used in past year), and the CIGYR variable (used in past year) for cigarettes. 
6 Estimated based on the ratio of lifetime to past -year alcohol abuse or dependence, reported in Verg®s et al. (2011), table 2. We used past year reported heavy drinking (see Note 1 above) from 

the NESARC (Chen, C.M., & National Institute on Alcohol Abuse and Alcoholism (U.S.). (2006). Alcohol use and alcohol use disorders in the United States: Main findings from the 2001-2002 National 

Epidemiologic Survey on Alcohol and Related Conditions (NESARC). Bethesda, Md: National Institute on Alcohol and Alcoholism.) , multiplied by the ratio derived from Verges et al. (2011).  
7 Compton, W.M., Thomas, Y.F., Stinson, F.S., Grant, B.F. (2007). Prevalence, correlates, disability and comorbidity of DSM-IV drug abuse and dependence in the United States: Results from the 

National Epidemiologic Survey on Alcohol and Related Conditions. Archives of General Psychiatry, 64(5), 566-576. Cannabis disorder prevalence reported in eTable 1. The Compton paper did not 

report a separate estimate for lifetime prevalence for non-cannabis illicit drugs. We estimated this by applying the data from the 2009 NSDUH, multiplying the current non -cannabis illicit drug 

prevalence (ABODIEM) by the ratio of lifetime cannabis illicit drug prevalence from the Compton paper to current cannabis prevalence (ABODMRJ) from the NSDUH.  
8 Ibid. From the Figure reported in the Compton paper, we computed an extreme value probability density distribution for the age of onset of a DSM drug disorder, conditional on having a 

disorder. @Risk software was used to estimate alternative distributions; the extreme value distribution fit the Compton data well, especially for early ages. The Compton study only reported 

distributions for all drugs, not separate curves for cannabis and non-cannabis illicit drugs. Hence, we use the same density distribution for both cannabis and other illicit drugs; future research can 

refine this. 
9 Analysis of Wave 1 NESARC data; we combined the variables HER12ABDEP, HERP12ABDEP, PAN12ABDEP, and PANP12ABDEP to identify the weighted proportion of individuals with reported 

abuse or dependence on heroin and/or opioid drugs in the past 12 months or prior to the past month .  
10 Huang, B., Dawson, D.A., Stinson, F.S., Hasin, D.S., Ruan, W.J., Saha, . . . Grant, B.F. (2006). Prevalence, correlates, and comorbidity of nonmedical prescription drug use and drug use disorders in 

the United States: Results of the National Epidemiologic Survey on Alcohol and Related Conditions. The Journal of Clinical Psychiatry, 67(7), 1062-73. From the Figure reported in the Huang 

paper, we computed a loglogistic probability density distribution for the age of onset of a DSM drug disorder, conditional on  having a disorder. Although our definition of opioids includes 

heroin, the Huang paper does not, nor could we find any alternative estimates for heroin disorder onset.  
11 Blanco, C., Secades-Villa, R., Garc²a-Rodr²guez, O., Labrador-Mendez, M., Wang, S., & Schwartz, R.P. (2013). Probability and predictors of remission from life time prescription drug use disorders: 

results from the National Epidemiologic Survey on Alcohol and Related Conditions. Journal of Psychiatric Research, 47(1), 42-9. We fitted a Weibull cumulative probability distribution to the 

remission information repor ted in the study, and then inverted to estimate persistence curves. 
12 UNODC, World Drug Report 2013 (United Nations publication, Sales No. E.13.XI.6), page 2: opioid use in North America. 
13 Analysis of 2009 National Survey on Drug Use and Health. We used the CIGDLYMO variable (ever smoked cig every day for 30 days) and filtered for ages 26 to 49 to match a post initiation 

cohort and a post-surgeon generalõs cohort. 
14 Analysis of 2009 National Survey on Drug Use and Health. We used the IRCDUAGE variable (imputation -revised daily cig age of first use). We computed a log-logistic probability density 

distribution for the age of onset of regular cigarette use . @Risk software was used to estimate alternative distributions; the distribution with the best fit (criterion: lowest root -mean squared error) 

was chosen. 



Exhibit 4.4.3 

 
 

 

The persistence curve, after multiplying by the survival factor, by year, from the 2006 U.S. life table published by the 

federal Center for Disease Control, supplies the base rates for intervention programs. 

 

For prevention programs, after applying the estimate of lifetime prevalence of an alcohol disorder, 24.2% with sources 

shown in Exhibit 4.4.2, and after adjusting for survival from the 2006 U.S. life table (and assuming for this example a 

treatment age of one), the expected current 12-month prevalence of an alcohol disorder during the lifetime of a general 

population of one -year-olds is computed with Equation 4.4.1 and is plotted  in Exhibit 4.4.4. 

 

Exhibit 4.4.4 

 
 

The same procedures just described for alcohol disorders are used for heavy alcohol use, disordered illicit drug use  (non-

cannabis), DSM cannabis use, DSM opioid use, and regular tobacco smoking, substituting the relevant parameters for the 

best-fitting distributions as shown in Exhibit 4.4.2. As noted, the estimates of the current prevalence of ATOD is central to 

the benefit -cost model because it becomes the òbase rateó of an ATOD disorder to which program or policy effect sizes 

are applied to determine the change in the number ATOD òunitsó caused by the program, over the lifetime following 

treatment . The general prevalence, shown above, is used for programs targeted at the general population, while the 

persistence curve (after adjustment for survival probabilities) , also shown above, is used as the base rate for programs 

that treat people with a  current ATOD disorder. 

 

4.4b ATOD Attributable Deaths   

 

WSIPPõs model computes mortality -related lost earnings, lost household production, and the value of a statistical life. 

These mortality estimates require estimates of the probability of dying from ATOD . The model inputs for these 

calculations, for each ATOD disorder, are shown in Exhibits 4.4.5 for alcohol, 4.4.6 for tobacco, 4.4.7 for illicit  drugs other 

than cannabis, and 4.4.7 for opioid drugs.  

 

Alcohol . For alcohol-attributable deaths, the data source is the U.S. Department of Health and Human Services, Centers 

for Disease Control (CDC). CDC estimates, for each state, the number of deaths attributable to alcohol causes. 
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Exhibit 4.4.5 

Alcohol Attributable Deaths by Year, 2006-2010 

Age 

group  

Years 

in age 

group  

Alcohol 

attributed 

deaths: 

chronic  

Alcohol 

attributed 

deaths: 

acute 

% of deaths 

attributable 

to DSM 

alcohol  

% of deaths 

attributable 

to problem 

alcohol  

All 

deaths 

in 

state  

State 

population 

in age 

group  

0-19 20 2 51 0.50 0.75 823 1,759,490 

20-34 15 9 237 0.50 0.75 1,089 1,370,833 

35-49 15 174 260 0.50 0.75 1,338 1,430,668 

50-64 15 405 216 0.50 0.75 9,216 1,251,512 

65-100 36 335 282 0.50 0.75 35,079 777,554 

 

The estimates from CDC are available on-line via a software application called Alcohol-Related Disease Impact (ARDI).
113

  

According to CDC: 

 

ARDI either calculates or uses pre-determined estimates of Alcohol-Attributable Fractions (AAFs)ñthat is, the 

proportion of deaths from various causes that are due to alcohol. These AAFs are then multiplied by the number of 

deaths caused by a specific condition (e.g., liver cancer) to obtain the number of alcohol-attributable deaths. 

 

A Scientific Work Group, comprised of experts on alcohol and health, was convened to guide development of the 

ARDI software. The Work Group's tasks included: 

    * Selecting alcohol-related conditions to be included in the application 

    * Selecting relative risk estimates for the calculation of alcohol-attributable fractions for specific conditions 

    * Determining prevalence cut points for different levels of alcohol use 

 

The most recent CDC/ARDI estimates for Washington State are the average annual number of alcohol -attributable 

deaths, by age group shown of Exhibit 4.4.5, for the years 2006-10. ARDI estimates deaths related entirely or partially due 

to particular causes of death. For the deaths partially caused by alcohol, we obtain only the deaths associated with the 

ARDI òmedium and highó alcohol consumption levels, since problem drinking is the focus of our benefit-cost analysis. 

ARDI also reports deaths due to chronic conditions (e.g. liver cirrhosis, fetal alcohol syndrome, etc.) and acute conditions 

(e.g. fall injuries, motor vehicle crashes, etc.). Since WSIPPõs model focuses on DSM-level alcohol disorders and heavy 

drinking , a portion of the deaths caused by acute conditions could be from alcohol -involved events of someone who 

does not have a DSM-level condition  and is not a habitually heavy drinker. Therefore, for acute deaths, the input screen 

provides for two parameters, by age group, to estimate the proportion of  acute alcohol-related deaths where a DSM-

alcohol disordered person was involved, and the proportion where heavy drinkers were likely involved. 

 

To compute alcohol induced death rates for these age groups, we obtain Washington State population data from the  

Washington State Office of Financial Management, the state agency charged with compiling official state demographic 

data. The population estimates are the average Washington population for 2006-10, the same years as the CDC/ARDI 

death estimates. 

 

Tobacco Smoking . For smoking-attributable deaths, the data source is also the U.S. Department of Health and Human 

Services, Center for Disease Control (CDC). CDC estimates, for each state, the number of deaths attributable to smoking. 

The estimates from CDC are available on-line via a software application called Smoking-Attributable Mortality, Morbidity, 

and Economic Costs (SAMMEC).
114

 SAMMEC reports smoking-attributable fractions of deaths for 19 diseases where 

cigarette smoking is a cause using sex-specific smoking prevalence and relative risk (RR) of death data for current and 

former smokers aged 35 and older. 
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 Centers for Disease Control and Prevention website: https://apps.nccd.cdc.gov/ardi/HomePage.aspx. 
114

 Centers for Disease Control and Prevention website: http://apps.nccd.cdc.gov/sammec/ . 
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Exhibit 4.4.6 

Smoking Attributable Deaths by Year, 2008 

Age group  

Years 

in age 

group  

Smoking 

attributed 

deaths  

All 

deaths in 

state  

State 

population in 

age group  

0-34 35 0 1,991 3,143,100 

35-44 10 116 1,330 931,508 

45-54 10 518 3,524 989,430 

55-64 10 1217 5,864 768,070 

65-74 10 1582 7,571 413,358 

75-84 10 2262 12,368 251,045 

85-100 16 1456 15,902 111,734 

 

Illicit Drugs  and Opioid Drugs . For illicit drug deaths, we use Washington State death data from CDC Wonder
115

 for the 

years 2006 to 2010. For opioid drug deaths, we use data from the Washington State Department of Health  Opioid File 

from 2012. We compute average annual drug-attributable deaths in the age groups shown in Exhibit 4.4.7 for other illicit 

drugs and in Exhibit 4.4.8 for opioids.  

 

Exhibit 4.4.7 

Illicit Drug Attributable Deaths by Year, 2006-2010 

Age group  

Years in 

age 

group  

Illicit drug 

attributed 

deaths  

All 

deaths 

in state  

State 

population in 

age group  

0-14 15 0 604 1,295,338 

15-19 5 22 220 464,152 

20-24 5 55 354 470,333 

25-34 10 159 735 900,500 

35-44 10 226 1,338 929,838 

45-54 10 329 3,428 984,350 

55-64 10 153 5,787 767,993 

65-74 10 34 7,500 414,866 

75-84 10 14 12,146 251,414 

85-100 16 8 15,432 111,273 
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 Centers for Disease Control and Prevention, National Center for Health Statistics. Underlying Cause of Death 1999-2010 on CDC 

WONDER Online Database, released 2012. Data are from the Multiple Cause of Death Files, 1999-2010, as compiled from data provided 

by the 57 vital statistics jurisdictions through the Vital Statistics Cooperative Program. Accessed at http://wonder.cdc.gov/ucd -icd10.htm 

l on Jan 21, 2014. 
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Exhibit 4.4.8 

Opioid Attributable Deaths by Year, 2012 

Age group  

Years in 

age 

group  

Opio id 

attributed 

deaths  

All deaths 

in state  

State 

population in 

age group  

0-14 15 1 632 1,309,139 

15-19 5 11 190 449,500 

20-24 5 50 352 467,031 

25-34 10 125 810 946,195 

35-44 10 117 1,216 905,468 

45-54 10 203 3,324 966,058 

55-64 10 137 6,437 880,718 

65-74 10 28 8,422 512,730 

75-84 10 9 11,965 257,808 

85-100 16 5 16,708 123,123 

 

For each ATOD, the death data are used to compute the probability of dying from ATOD  in the general population ,  

by age group, using the following equation:  

 

τȢτȢψ   ὃὸέὨὈ ὅὬὶέὲὭὧὃὧόὸὩὃὧόὸὩὖὧὸȾὖέὴȾὣὩὥὶί 

 

The probability of dying from a particular AT OD disorder in each age group in the general population , AtodDa, is 

computed by adding the deaths due to chronic ATOD use, Chronica, to the proportion of deaths due to acute ATOD use 

(e.g., motor vehicle crashes due to an alcohol impaired driver), Acutea times AcutePcta, divided by the total population in 

the state in each age group, Popa. This quotient is divided by the number of years in the age group , Yearsa, to produce an 

estimate of the average annual probability of dying from an ATOD  disorder. The value of the death is monetized with the 

value of a statistical life described in Section 4.11d. 

 

4.4c Linkages: ATOD and Other Outcomes  

 

WSIPPõs benefit-cost model monetizes improvements in ATOD outcomes, in part, with linkages between each ATOD and 

other outcomes to which a monetary value can be estimated. The parameters for these linkages are obtained by a meta-

analytic review of relevant research literature. For example, we estimate the relationship between disordered alcohol use 

and labor market earnings by meta-analyzing the most credible studies that have addressed this topic. The meta-analytic 

process provides both an expected value effect given the weight of the evidence, and an estimate of the error of the 

estimated effect. Both the expected effect size and the estimated error are entered into the benefit -cost model and used 

when performing a Monte Carlo simulation.  The linkages in the current WSIPP model are listed in the Appendix.  

 

4.4d Human Capital Outcomes A ffect ing  Labor Market Earnings  via ATOD-Caused Morbidity and Mortality  

 

The WSIPP model computes lost labor market earnings , as a result of ATOD morbidity and mortality , when there is 

evidence that the linkage is causal. The procedures begin by estimating the labor market earnings of an average person 

with a current ATOD disorder. As described in Section 4.1d, WSIPPõs model uses national earnings data from the U.S. 

Census Bureauõs Current Population Survey. The CPS data used in this analysis represent average earnings of all people, 

both workers and non-workers at each age.  

 

For each person at each age, total CPS earnings can be viewed as a weighted sum of people who have never had an 

ATOD disorder, plus those that are currently disordered, plus those that were formerly disordered, but do not currently 

have a disorder. From the CPS data on total earnings for all people, the earnings of individuals with a current ATOD 

condition, at each age, y, is computed with the following equation: 

 

τȢτȢω   Ὁὥὶὲὅ
Ὁὥὶὲὃὰὰρ ὉὥὶὲὉίὧὃὰὰὉὥὶὲὄὩὲὃὰὰρ ὉὥὶὲὄὩὲὉίὧὃὰὰὛὸὥὸὩὃὨὮὍὖὈ ὍὖὈϳ

ὉὥὶὲὋὔρ ὅὖ В ὕ ὒὝὖ ὅὖ ὉὥὶὲὋὊВ ὕ ὒὝὖ ὅὖ ὅὖ

 

 



The numerator in the above equation includes the CPS earnings data for all people, EarnAll, with adjustments for real 

earnings growth, EarnEscAll; earnings-related benefits, EarnBenAll; growth rates in earnings benefits, EarnBenEscAll; a 

Washington-specific earnings adjustment, StateAdj; and an adjustment for the year in which the CPS earnings data is 

denominated, IPDcps, with the year chosen for the overall analysis, IPDbase. These variables are described in Section 4.1 

and shown in Equation 4.1.2. 

 

The denominator uses the epidemiological variables described above: age of onset probabilities, Oo; lifetime prevalence 

rates, LTP; and current 12-month prevalence rates at each age, CPy.  

 

The denominator also includes two variables on the earnings gain of never-disordered people compared to currently 

disordered people, EarnGN, and the earnings gain of formerly  disordered people compared to currently  disordered 

people, EarnGF. These two central relationships measure the effect of ATOD on labor market success (as measured by 

earnings). These relationships are derived from meta-analytic reviews of the relevant research literature.  

 

For ATOD disorders, we meta-analyze two sets of research studies: one set examines the relationship between ATOD 

disorders and employment rates, and the second examines the relationship between ATOD disorders and earnings, 

conditional on being employed . The Appendix displays the results of our meta-analysis of these two bodies of research 

for each ATOD disorder. Our meta-analytic procedures are described in Chapter 2. 

 

For each ATOD disorder, from these two findingsñthe effect of ATOD disorders on employment, and the effect of ATOD 

disorders on the earnings of those employedñwe then combined the results to estimate the relationship between an 

ATOD disorder and average earnings of all people (workers and non-workers combined). To do this, we used the effect 

sizes and standard errors from the meta-analyses on employment and earnings of workers. We use CPS earnings over the 

last business cycle for average earnings of those with earnings and the standard deviation in those earnings and the 

proportion of the CPS sample with earnings as shown in Section 4.1d. We then compute the mean change in earnings for 

all people by computing the change in the probability of earnings and the drop in earnings for those with earnings. The 

ratio of total earnings (for both workers and non -workers) for non-disordered individuals to ATOD disordered individuals 

was then computed.  

 

This mean effect, however, is estimated with error because of the standard errors in the meta-analytic results reported 

above. Therefore, we used @RISK distribution fitting software to model the joint effects of an ATOD disorder on the 

mean ratio, given the errors in the two key effect size parameters. The distribution with the best fit (criterion: lowest root -

mean squared error) was chosen. The distribution parameters are shown in Exhibit  4.4.9. In the Monte Carlo analysis, we 

randomly draw probabilities as seeds for the modeled distribution. Since the body of evidence we reviewed in the meta-

analysis did not allow separation of the effects into 1) never disordered people vs. currently disordered people and 2) 

formerly disordered people vs. currently disordered people, we enter the same parameters for both the EarnGN and the 

EarnGF variables. 

  



Exhibit 4.4.9 

Labor Market Earnings Parameters for ATOD Disorders 

    

DSM 

alcohol 

disorder  

Heavy 

drinking  

DSM illicit 

drug 

disorder 

(cannabis)  

DSM illicit 

drug 

disorder  

DSM illicit 

drug 

disorder 

(opioids)  

Regular 

tobacco 

smoking  (non 

cannabis)  

Gain in labor market earnings for 

never used vs. current disordered 

users, probability density 

distribution parameters  

Distribution  type Gamma Gamma Gamma Gamma Gamma Normal 

Alpha/mean 44.815 63.064 47.326 47.326 47.326 1.08671 

Beta/std dev. .01111 0.00766 0.00511 0.00511 0.00511 0.02814 

Shift 0.76115 0.74925 0.89632 0.89632 0.89632 na 

Gain in labor market earnings for 

former users vs current disordered 

users, probability density 

distribution parameters  

Distribution  type Gamma Gamma Gamma Gamma Gamma Normal 

Alpha/mean 44.815 63.064 47.326 47.326 47.326 1.08671 

Beta/std dev. .01111 0.00766 0.00511 0.00511 0.00511 0.02814 

Shift 0.76115 0.74925 0.89632 0.89632 0.89632 na 

 
 

The present value of the change in morbidity -related earnings for a prevention program that produces a change in the 

probability of a current  ATOD is given by: 

 

τȢτȢρπ  ὖὠЎὉὥὶὲ
ЎὃὝὕὈ ρ В ὕ ὉὥὶὲὋὔὉὥὶὲὅ ЎὃὝὕὈ ρ ρ В ὕ ὉὥὶὲὋὊὉὥὶὲὅ

ρ ὨὭί
 

 

Where ЎATODy is the change in ATOD probability; O are the annual onset probabilities ; EarnGN is the earnings gain of 

never-disordered people compared to currently disordered people ; EarnGF is the earnings gain of formerly disordered 

people compared to currently disordered people;  dis is the discount rate; and tage is the treatment age of the person in 

the program . Since a prevention program may serve people without a disorder and with a disorder, the above model 

weights that probability by the age of onset probabilities.  

 

The present value of the change in the morbidity -related earnings for a treatment program that produces a change in the 

probability of people with a current ATOD disorder is given by  the following equation : 

 

τȢτȢρρ  ὖὠЎὉὥὶὲ
ЎὃὝὕὈὉὥὶὲὋὊὉὥὶὲὅ

ρ ὨὭί
 

 

This model for a treatment program is simpler than that for a prevention program be cause, by definition, a treatment 

program only attempts to turn currently disordered ATOD people into former ATOD people.  

 

We also model the change in expected labor market earnings due to mortality. The present value of future labor 

market earnings at each age is multiplied by the decrease in probability that a person dies as the result of the disorder 

given that they have the disorder at that particular age.  

 

4.4e Medical Costs, Treatment Costs, and Other Costs From ATOD   

 

The WSIPP model computes estimates of changes in avoidable hospital and other medical costs as a result of ATOD 

morbidity and mortality , including estimates of avoidable treatment costs for alcohol and drug disorders, and for 

avoidable traffic crash costs for alcohol. Smoking health care costs are calculated with a different methodology explained 

later in this section.  



Exhibit 4.4.10 

Health Care Costs for ATOD Disorders 

  Alcohol  Cannabis 
Opioid 

drugs 
Illicit drugs 

Hospital -related p arameters          

Annual number of disorder FTE hospital events (2012)
1
 18,905 n/a 4,897 14,406 

Average charge per disorder FTE event (2012)
2
 36,150 n/a 41,663 36,895 

SD of charge per disorder FTE event  49,628 n/a 62,471 79,980 

Emergency department -related p arameters          

Proportion of admissions attributable to disorder (2011)  7.9% 0.4% 0.7% 1.1% 

Average ED expenses per admission (2011) 985 985 985 985 

SE of average ED expense per admission  28.3 28.3 28.3 28.3 

Treatment parameters          

Annual number treated (2013) 15,046 8,978 11,684 9,206 

Average Cost per treatment episode (2015 dollars) 2,156 2,074 3,620 2,413 

SD of Average cost per treatment episode (2015 dollars) 2,295 2,917 4,617 3,336 

Notes: 
1
 FTEHospitalEvent. 

2 HospCostEvent. 

 

Hospi tal -Related Parameters.  The costs of hospital charges attributable to alcohol or illicit drugs are computed with 

information from the Washington State Comprehensive Hospital Abstract Reporting System (CHARS) system. CHARS 

contains hospital inpatient discharge information (derived from billing systems) . We use 2012 CHARS data in this analysis. 

CHARS collects information on billed charges of patients, as well as the codes for their diagnoses. We apply the 

attributable  fraction information, described in  Section 4.4c of this Chapter, to the CHARS data to estimate the number of 

attributable full time equivalent hospital events by ATOD, FTEHospitalEvents, as well as the average billed charge per 

event, HospCostEvent, given a stay. These parameters are shown in Exhibit 4.4.10. We also apply a hospital cost-to-charge 

ratio as described in Section 4.9.  

 

From these inputs, we then compute an upper bound number of events per DSM disorder under the assumption that all 

classified hospital events stemmed from individuals currently diagnosed with a DSM ATOD disorder (or heavy drinkers for 

some alcohol-related hospital events). A lower bound is calculated assuming that all hospital events stemmed simply 

from the general use of ATOD, whether or not the use was from DSM disordered populations  using the following 

equations: 

 

τȢτȢρς   ὉὼὴὌέίὴὉὺὩὲὸίὟὴὴὩὶὄέόὲὨ
ὊὝὉὌέίὴὭὸὥὰὉὺὩὲὸί

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢτȢρσ  ὉὼὴὌέίὴὉὺὩὲὸίὒέύὩὶὄέόὲὨ
ὊὝὉὌέίὴὭὸὥὰὉὺὩὲὸί

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 

τȢτȢρτ  ὉὼὴὌέίὴΑ
ὉὼὴὌέίὴὉὺὩὲὸὟὴὴὩὶὄέόὲὨ ὉὼὴὌέίὴὉὺὩὲὸὒέύὩὶὄέόὲὨ

ς
ὌέίὴὅέίὸὉὺὩὲὸ ὅέίὸὙὥὸὭέ 

 

In computations, the upper bounds and lower bounds are averaged to attribute a hospital charge to a disordered DSM 

ATOD event.  

 

Thus far, the calculations only cover hospitalization costs. Following the work of Rosen et al., (2008), we also make an 

adjustment to include pharmacological drugs and other medical non -durable costs. To do this, we multiply the expected 

hospitalization costs, ExpHosp$, by the sum of drug and other non -durable medical costs and total hospital care costs, 

divided by total hospital care costs. The data for these two cost categories for Washington are the aggregate totals 

entered in Exhibit 4.4.10. 

 



Emergency Department Parameters . Emergency department parameters are shown in Exhibit 4.4.10 for alcohol  and 

drugs. The model uses a similar approach to that described for hospital events and costs. The model uses an estimate of 

the probability that an emergency room event is attributable to an alcohol o r drug related event. McDonald et al., 

(2004)
116

 estimate 7.9% of emergency room visits are alcohol related. 2011 data from the Drug Abuse Warning 

Network
117

 provide a national estimate of illicit drug-related emergency department visits of 1.1%, cannabis-related ED 

visits of 0.4%, and heroin and other opioid drug -related ED visits of 0.7%  

 

The total number of emergency department visits in Washington during 2008 is entered in Exhibit 4.4.10. These data 

come from a report by the Washington State Hospital Association.
118

 We then apply the fractions just described; for 

example, for DSM alcohol disorders, we apply the 7.9% causation factor to determine the number of alcohol -related 

emergency room visits. As with hospital events, we compute upper and lower bound by dividing by the current annual 

prevalence of DSM disorders in the general population (upper bound) or the current level of use (not just DSM disorders) 

in the general population (lower 0bound). We then apply a cost per emergency department event, EDCostEvent, and an 

emergency department cost-to-charge ratio. The average and standard error of the cost per emergency department visit 

is taken from the Medical Expenditure Panel Survey (MEPS) of the U.S. Department of Health & Human Services.
119

 In 

computati ons, the upper bounds and lower bounds are averaged to attribute a n emergency department charge to a 

disordered DSM ATOD event (or heavy drinking episode where applicable), as given by the following equation: 

 

τȢτȢρυ   ὉὼὴὉὈὉὺὩὲὸίὟὴὴὩὶὄέόὲὨ
ὝέὸὥὰὉὈὠὭίὸίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢτȢρφ   ὉὼὴὉὈὉὺὩὲὸίὒέύὩὶὄέόὲὨ
ὝέὸὥὰὉὈὠὭίὸίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 

τȢτȢρχ   ὉὼὴὉὈΑ
ὉὼὴὉὈὉὺὩὲὸίὟὴὴὩὶὄέόὲὨὉὼὴὉὈὉὺὩὲὸίὒέύὩὶὄέόὲὨ

ς
ὉὈὅέίὸὉὺὩὲὸ ὅέίὸὙὥὸὭέ 

 

Treatment Parameters . For the costs of admissions to treatment, WSIPP was supplied with numbers by the Washington 

Department of Social and Health Services (DSHS). Number of admissions comes from the Treatment and Assessment 

Report Generation Tool (TARGET) database for FY 2013.
120

 The TARGET database tracks patient instances and services. 

DSHS applied the modern public cost per treatment rate for each admissionõs course of treatment type by county and 

provider to estimate an average and standard deviation for the cost of treatment by type of substance. We assume that 

those admitted for treatment are part of the current annual prevalence of DSM disorders in the general population. We 

use the following equation:   

 

τȢτȢρψ   ὉὼὴὝὶὩὥὸάὩὲὸὉὺὩὲὸί
ὝέὸὥὰὝὶὩὥὸάὩὲὸὉὺὩὲὸί

В ὅὖ ὖέὴ

В ὖέὴ

 

 
 

τȢτȢρω  ὉὼὴὝὶὩὥὸάὩὲὸΑ ὉὼὴὝὶὩὥὸάὩὲὸὉὺὩὲὸίὝὶὩὥὸάὩὲὸὅέίὸὉὺὩὲὸ  
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Traffic Crash Parameters . We model alcohol-involved property costs with a similar set of procedures. We estimate the 

annual number of alcohol involved traffic crashes in Washington by obtain ing the total number of officer -reported traffic 

collisions in Washington in 2011 (98,820).
121

 To estimate the proportion of all crashes that are reported by  police out of 

total crashes, we use national estimates produced by Blincoe et al., (2002).
122

 Data from Blincoe provide an estimate that 

56.7% of all crashes are reported by police.
123

 Thus, an estimate of total crashes in Washington in 2011 is 174,267. To this 

we apply the alcohol induced causation factor (8.5%) derived from national information also provided in Blincoe  et al., 

(2002), along with the average traffic crash cost, also from Blincoe et al., (2002) of $1,892 in 2000 dollars (see Exhibit 

4.4.11). 

 

Exhibit 4.4.11 

Calculation of Average Property Costs from Alcohol-Caused Traffic Collisions 

Collision category  
Unit price in 2000 

dollars  

Total alcohol 

caused incidence  

Percent of all crashes 

caused by alcohol  

Property damage only 1,484 1,963,718 0.083 

MAIS 0 1,019 183,511 0.072 

MAIS 1 3,844 254,989 0.055 

MAIS 2 3,954 72,082 0.165 

MAIS 3 6,799 25,763 0.205 

MAIS 4 9,833 6,502 0.178 

MAIS 5 9,446 3,047 0.322 

Fatal 10,273 13,570 0.325 

Average  1,892 
 

0.085 

Source: Tables 12 and 13 of Blincoe et al. (2002). 

 

From these inputs, we then compute an upper bound number of events per alcohol disorder under the assumption that 

all alcohol traffic events stemmed from individuals currently diagnosed with a DSM alcohol disorder (or heavy drinkers). A 

lower bound is calculated assuming that all alcohol related traffic events stemmed from any use of ATOD, whether or not 

the use was by a person with a DSM alcohol disorder (or heavy drinker) population using the following equations:  

 

 

τȢτȢςπ   ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὟὴὴὩὶὄέόὲὨ
ὝέὸὥὰὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

В ὅὖ ὖέὴ

В ὖέὴ

 

 

τȢτȢςρ  ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὒέύὩὶὄέόὲὨ
ὝέὸὥὰὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὅὥόίὥὸὭέὲὊὶὥὧὸὭέὲ

ὅόὶὶὩὲὸὟίὩϷ В ὖέὴ
 

 
τȢτȢςς  ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίέὲΑ

ὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὟὴὴὩὶὄέόὲὨὉὼὴὝὶὥὪὪὭὧὅέὰὰὭίὭέὲίὒέύὩὶὄέόὲὨ

ς
ὝὶὥὪὪὭὧὅέίὸὉὺὩὲὸ 

 

Smoking Health Care Cost Parameters . Smoking attributable health care costs were estimated using a pooled dataset 

from the 2007-2010 National Health Interview Survey (NHIS) linked to 2008-2011 Medical Expenditure Panel Survey. As 

explained in more detail in Section 4.9, MEPS data include a representative sample of NHIS households with additional 

detail collected on individual healthcare utilization and medical expenditures. We follow methodology outlined by Xu, et 

al., (2015)
124

 in constructing a two -part model that examines smoking-attributab le healthcare spending controlling for 

sociodemographic characteristics and other health-related behaviors and attitudes. 
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Two separate models were included in this analysisña prevention model t hat estimated costs for non-smokers
125

 

compared to adults with any history of smoking (current or previous) , and a treatment model that examined costs for 

former smokers relative to current smokers. Both models adjusted for demographic factors (age, sex, race/ethnicity, 

marital status); income/education factors (high school/college compl etion, poverty status, insured); health indicators (self-

reported body mass indexñoverweight/obese, alcohol consumption/excessive drinking); and health related behaviors or 

attitudes (obtained flu shot in last year, wear seatbelt regularly, propensity to take risks, belief in ability to overcome 

illness without medical help). Medical comorbidities are not included in the model since smoking can exacerbate a wide-

range of health conditions and can lead to multiple diseases, including cancer, chronic obstructive pulmonary disease 

(COPD), cardiovascular disease and diabetes.
126

 

 

The first part of the estimating equation includes a logit model that determines the likelihood of any smoking (prevention 

model) or remaining a smoker versus becoming a former smoker (treatment model). In the second part of the model, 

total healthcare expenditures are estimated conditioned on entering the specified smoking status. The dependent 

variable, total healthcare expenditures, included costs related to hospital inpatient care, hospital outpatient care, office-

based medical provider services, emergency department services and prescriptions. All cost estimates were converted to 

2011 dollars using the Consumer Price Index (CPI)ñMedical Component. The prevention and treatment models are 

shown below in Exhibits 4.4.12 and 4.4.13. 

After deriving adjusted values for the overall effect of smoking on healthcare expenditures  using the marginal effects, we 

create age-based estimates for the differential cost impact of smoking from age 18 to age 85. Standard errors of the 

estimates at each age are calculated by resampling the marginal distribution at each age and calculating the average of 

the standard deviations of the distributions . Exhibit 4.4.12 shows the average annual cost and incremental cost by year for 

prevention and treatment populations.  

 
Exhibit 4.4.12 

Input Parameters for the Incremental Health Care Costs of Smoking 

 

 

 

 Prevention  Treatment  

Annual incremental cost of disorder  $1,449.49  $358.91  

Standard error on annual cost  $235.59  $476.75  

Year of dollars 2011 2011 

Age at which cost was measured 53 55 

Additional cost per year of life beyond measurement age $21.68  $7.84  

Standard error on additional cost  $1.64  $3.15  

 
Exhibit 4.4.13 

Two-Part Model Assessing Healthcare Costs of Current or Former Smokers Relative to Never Smokers 

Category  Variable  Coefficient   95% CI 

Part one:  Logit, probability of smoking 

Age 0.03 *** (0.02 - 0.03) 

Female 1.01 *** (0.89 - 1.14) 

Race/ethnicity (ref: Hispanic) 

White, non-Hispanic 0.71 *** (0.57 - 0.85) 

Black, non-Hispanic 0.33 *** (0.16 - 0.49) 

Asian, non-Hispanic -0.09 
 

(-0.35 - 0.17) 

Other, non-Hispanic 0.57 * (-0.04 - 1.18) 

Education (ref: Less than HS) 

High school 0.03  (-0.13 - 0.19) 

Some college/AA 0.29 *** (0.14 - 0.45) 

College graduate/BA or higher 0.56 *** (0.36 - 0.76) 

Marital status (ref: Married) 
Never married, not cohabitating  -0.09 

 
(-0.24 - 0.05) 

Divorced, separated, widowed -0.02 
 

(-0.18 - 0.15) 

Poverty level (ref: Below poverty 

level) 

Near poor (100% to LT 125%) -0.29 ** (-0.56 - -0.03) 

Low income (125% to LT 200%) -0.16 * (-0.35 - 0.03) 

Middle income (200% to LT 400%) -0.18 ** (-0.35 - -0.02) 
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 Note: non-smokers are defined as individuals that smoked less than 100 cigarettes during lifetime. 
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 United States. (2012). Preventing tobacco use among youth and young adults: A report of the Surgeon General. Rockville, MD: U.S. Dept. 

of Health and Human Services, Public Health Service, Office of the Surgeon General. 



High income (GE 400%) 0.22 ** (0.04 - 0.41) 

Drinking status (ref: non-drinker) 

Non-excessive drinker 0.03  (-0.14 - 0.19) 

Excessive drinker 0.06  (-0.12 - 0.25) 

Unknown 0.58 * (-0.08 - 1.24) 

BMI group (ref: underweight)  

Normal weight  0.24  (-0.24 - 0.71) 

Overweight 0.27  (-0.22 - 0.76) 

Obese 0.46 * (-0.04 - 0.97) 

Insured  1.03 *** (0.9 - 1.16) 

Flu shot  0.8 *** (0.64 - 0.96) 

Wear seatbelt 
Always, nearly always 0.07  (-0.57 - 0.72) 

Sometimes, seldom/never 0.08  (-0.6 - 0.75) 

Propensity to take risks 
Uncertain-strongly disagree -0.48  (-1.19 - 0.22) 

Agree somewhat/strongly  -0.47  (-1.17 - 0.24) 

Belief in ability to overcome 

disease without medication 

Uncertain-strongly disagree 0.5  (-0.28 - 1.28) 

Agree somewhat/strongly  0.14  (-0.66 - 0.93) 

Smoke history  0.06 
 

(-0.08 - 0.2) 

Intercept -1.67 *** (-2.55 - -0.78) 

Part two:  GLM, estimated costs 

Age 0.01 *** (0.01 - 0.02) 

Female 0.09 ** (0.01 - 0.18) 

Race/ethnicity (ref: Hispanic) 

White, non-Hispanic 0.13 * (-0.01 - 0.26) 

Black, non-Hispanic 0.1 
 

(-0.04 - 0.25) 

Asian, non-Hispanic -0.26 *** (-0.45 - -0.07) 

Other, non-Hispanic 0.27  (-0.09 - 0.64) 

Education (ref: Less than HS) 

High school 0.1  (-0.03 - 0.23) 

Some college/AA 0.02  (-0.09 - 0.12) 

College graduate/BA or higher 0.08  (-0.06 - 0.22) 

Marital status (ref: Married) 
Never married, not cohabitating  0 

 
(-0.1 - 0.09) 

Divorced, separated, widowed 0.09 ** (0 - 0.18) 

Poverty level (ref: below poverty 

level) 

Near poor (100% to LT 125%) -0.11  (-0.29 - 0.06) 

Low income (125% to LT 200%) -0.08  (-0.21 - 0.05) 

Middle income (200% to LT 400%) -0.22 *** (-0.34 - -0.1) 

High income (GE 400%) -0.2 *** (-0.34 - -0.05) 

Drinking status (ref: non-drinker) 

Non-excessive drinker -0.14 *** (-0.24 - -0.05) 

Excessive drinker -0.35 *** (-0.47 - -0.23) 

Unknown -0.27  (-0.67 - 0.13) 

BMI group (ref: underweight)  

Normal weight  -0.17  (-0.48 - 0.15) 

Overweight -0.07  (-0.38 - 0.24) 

Obese 0.14  (-0.16 - 0.44) 

Insured  0.34 *** (0.19 - 0.48) 

Flu shot  0.24 *** (0.14 - 0.34) 

Wear seatbelt 
Always, nearly always -0.79 *** (-1.12 - -0.46) 

Sometimes, seldom/never -0.8 *** (-1.16 - -0.44) 

Propensity to take risks 
Uncertain-strongly disagree 0.09  (-0.31 - 0.5) 

Agree somewhat/strongly  0.05  (-0.36 - 0.47) 

Belief in ability to overcome 

disease without medication 

Uncertain-strongly disagree 0.09  (-0.31 - 0.5) 

Agree somewhat/strongly  -0.38 * (-0.79 - 0.02) 

Smoke history  0.25 ***  (0.17 - 0.32) 

Intercept 8.28 *** (7.79 - 8.78) 

Notes: 

no. of obs = 17,899 

weighted size = 513,466,894 

Design df = 204 

F(30, 175) = 55.98 

Prob > F = 0.0000 

  



Exhibit 4.4.14 

Two-Part Model Assessing Healthcare Costs of Current Smokers Relative to Former Smokers 

Category  Variable  Coefficient   95% CI 

Part one:  Logit, probability of remaining a smoker 

Age 0.03 *** (0.02 - 0.04) 

Female 1.06 *** (0.84 - 1.27) 

Race/ethnicity (ref: Hispanic) 

White, non-Hispanic 0.64 *** (0.43 - 0.85) 

Black, non-Hispanic 0.28 * (-0.01 - 0.57) 

Asian, non-Hispanic -0.04 
 

(-0.49 - 0.41) 

Other, non-Hispanic 0.84 * (0 - 1.69) 

Education (ref: Less than HS) 

High school 0.04  (-0.18 - 0.27) 

Some college/AA 0.26 ** (0.03 - 0.49) 

College graduate/BA or higher 0.34 ** (0 - 0.68) 

Marital status (ref: Married) 
Never married, not cohabitating  -0.01 

 
(-0.24 - 0.21) 

Divorced, separated, widowed -0.02 
 

(-0.26 - 0.23) 

Poverty level (ref: below poverty 

level) 

Near poor (100% to LT 125%) -0.5 ** (-0.93 - -0.07) 

Low income (125% to LT 200%) -0.24  (-0.54 - 0.05) 

Middle income (200% to LT 400%) -0.28 ** (-0.54 - -0.01) 

High income (GE 400%) -0.11  (-0.4 - 0.19) 

Drinking status (ref: non-drinker) 

Non-excessive drinker -0.16  (-0.46 - 0.13) 

Excessive drinker 0.05  (-0.22 - 0.31) 

Unknown 1.01 * (-0.19 - 2.2) 

BMI group (ref: underweight)  

Normal weight  0.25  (-0.45 - 0.96) 

Overweight 0.35  (-0.37 - 1.08) 

Obese 0.57  (-0.15 - 1.29) 

Insured  1.17 *** (0.97 - 1.37) 

Flu shot  0.86 *** (0.57 - 1.15) 

Wear seatbelt 
Always, nearly always -0.61  (-1.57 - 0.36) 

Sometimes, seldom/never -0.52  (-1.51 - 0.48) 

Propensity to take risks 
Uncertain-strongly disagree -1.16 * (-2.51 - 0.19) 

Agree somewhat/strongly  -1.12  (-2.5 - 0.27) 

Belief in ability to overcome 

disease without medication 

Uncertain-strongly disagree 0.81  (-0.55 - 2.17) 

Agree somewhat/strongly  0.43  (-0.92 - 1.79) 

Smoke current  -0.37 ***  (-0.58 - -0.15) 

Intercept -0.14 
 

(-1.42 - 1.14) 

Part two:  GLM, estimated costs 

Age 0.01 *** (0.01 - 0.02) 

Female 0.07 
 

(-0.05 - 0.2) 

Race/ethnicity (ref: Hispanic) 

White, non-Hispanic 0.1 
 

(-0.12 - 0.32) 

Black, non-Hispanic 0.06 
 

(-0.17 - 0.29) 

Asian, non-Hispanic -0.15 
 

(-0.52 - 0.23) 

Other, non-Hispanic 0.15  (-0.29 - 0.6) 

Education (ref: Less than HS) 

High school 0.17 ** (0 - 0.33) 

Some college/AA 0.03  (-0.11 - 0.18) 

College graduate/BA or higher 0.08  (-0.11 - 0.28) 

Marital status (ref: Married) 
Never married, not cohabitating  -0.07 

 
(-0.22 - 0.08) 

Divorced, separated, widowed 0.07 
 

(-0.07 - 0.2) 

Poverty level (ref: below poverty 

level) 

Near poor (100% to LT 125%) -0.18  (-0.42 - 0.06) 

Low income (125% to LT 200%) -0.14  (-0.32 - 0.04) 

Middle income (200% to LT 400%) -0.2 ** (-0.35 - -0.05) 

High income (GE 400%) -0.21 ** (-0.42 - -0.01) 

Drinking status (ref: non-drinker) 

Non-excessive drinker -0.16 ** (-0.3 - -0.01) 

Excessive drinker -0.39 *** (-0.58 - -0.21) 

Unknown -0.32  (-0.82 - 0.18) 

BMI group (ref: underweight)  

Normal weight  0.01  (-0.34 - 0.35) 

Overweight 0.16  (-0.21 - 0.54) 

Obese 0.34 * (-0.01 - 0.68) 

Insured  0.24 ** (0.02 - 0.46) 

Flu shot  0.37 *** (0.23 - 0.5) 

Wear seatbelt Always, nearly always -0.73 *** (-1.05 - -0.41) 



Sometimes, seldom/never -0.64 *** (-1.03 - -0.25) 

Propensity to take risks 
Uncertain-strongly disagree -0.22  (-0.8 - 0.36) 

Agree somewhat/strongly  -0.28  (-0.85 - 0.3) 

Belief in ability to overcome 

disease without medication 

Uncertain-strongly disagree 0.45  (-0.14 - 1.04) 

Agree somewhat/strongly  -0.03  (-0.61 - 0.55) 

Smoke current  0.08 
 

(-0.06 - 0.21) 

Intercept 8.36 *** (7.73 - 9) 

Notes: 

no. of obs = 18,789 [subpop 7,458] 

weighted size = 552,685,474 [subpop 225,196,485] 

Design df = 204 

F(30, 175) = 28.11 

Prob > F = 0.0000 

 

4.4f  Early Initiation of ATOD  

 

As described above, we estimate the costs of disordered use of alcohol, cannabis, opioids, other illicit drugs, and regular 

smoking. These costs are tied to the prevalence of consumption patterns. Many of the ATOD measures used in 

evaluations of prevention and early intervention programs, however, are measures of early use of ATOD (e.g., by the end 

of middle school or the end of high school) . Therefore, in order to estimate the long -term costs of disordered ATOD, it is 

necessary to determine whether there is a causal link between the use of ATOD at early ages and the ultimate disordered 

use of ATOD. To estimate the relationship between early use and later disordered use of alcohol, cannabis, illicit drugs, 

and tobacco (regular use is the outcome of interest in the last case), we review the literature and contribute  original 

analysis using NESARC data. Our estimates and sources for these early initiation parameters are described in Exhibit 

4.4.15. 

 

Exhibit 4.4.15 

Early Initiation Parameters 

 

Alcohol  Cannabis 

Illicit drugs  

(non 

cannabis)  

Regular 

tobacco 

smoking  

 (a) (b)  (c) (d)  

Early initiation parameters:      

Prevalence of substance use by middle school 
1
 29.5%

 
 15.2% 8.7% 15.5% 

Prevalence of substance use by high school 
2
 69.4% 45.2% 24.1% 39.5% 

   D-cox effect size (ES) between early initiation and later disorder
3
     

Substance use by middle school  0.5472 1.29 1.6955 0.9583 

Substance use by high school  0.6994 1.4263 1.762 1.3117 

    Standard error on d-cox ES between early initiation and later disorder      

Substance use by middle school  0.0462 0.1025 0.1177 0.0362 

Substance use by high school  0.018 0.0574 0.063 0.018 

Notes: 
1 
Johnston, L.D., OõMalley, P.M., Bachman, J.G., & Schulenberg, J.E. (2013). Monitoring the Future national survey results on drug use, 1975-2012: 

Volume I, Secondary school students. Ann Arbor: Institute for Social Research, The University of Michigan. Middle school estimate from 8
th

 grade 

results, table 4-1a.  
2 
Ibid. High school estimate from 12

th
 grade results, table 4-1a. 

3 
Analysis of Wave 1 NESARC data. We computed a logistic regression coefficient for each ATOD, restricting the dataset to those people who ever 

used that substance, for those who first used the substance by age 14 (for the middle school analysis) or by age 18 (for the high school analysis) 

versus all others who first used that substance at a later age. This analysis controlled for age, sex, race/ethnicity, antisocial behavior by age 15, 

depression by age 14, and use of other substances. We then exponentiated these coefficients to obtain an odds ratio for early use versus later use. 

We then adjusted those odds ratios to account for the fact that we had òeveró users in our analysis by dividing the original odds ratios by the 

proportion of people in the general population who òeveró used that particular substance. From the adjusted odds ratios, we computed the input 

effect sizes between early use and later disordered use for each substance, and used @Risk software to estimate standard errors around those effect 

sizes.   



4.5 Valuation of Teen Birth  Outcomes  

 

In the WSIPP benefit-cost model, the implications of a teen birth are expressed in terms of the birthõs effect on long-term 

outcomes for the mother and child . That is, we evaluate the economic consequences of a teen birth based on its 

relationship to subsequent high school graduation rates, public assistance usage, crime rates, child abuse and neglect 

cases, Kð12 grade repetition , and other outcomes. We estimate these effects for both teen mother s and the children born 

to them .127 The results from our meta-analyses of the research literature are shown in the Appendix. Our teen birth base 

rate number comes from the Washington Department of Health Vital Statistics and Population Data.
128

 Because the teen 

birth rate has been trending downward in recent years, we use the most recent data available (2014), which shows a rate 

of approximately 8.3 teen births per 1,000 women. 

 

4.6 Valuation of Public Assistance Outcomes   

 

A portion of public assistance costs are treated as transfer payments in the benefit-cost model. If a program has an effect 

on public assistance use, then there is a redistribution of costs between program recipients and taxpayers. For example, if 

an early childhood education program lowers the use of public assistance by a family, then the reduced public assistance 

payments are a benefit to taxpayers, but a loss of income to the family in the early childhood assistance program. The 

only net real cost differences in this transfer are the effect that a change in public assistance caseloads has on costs 

related to the administration of the public assistance programs  and the deadweight cost of the government taxation 

necessary to fund the transfer and its associated administrative costs. 

 

4.6a   Cash Assistance 

 
We include the federal Temporary Assistance for Needy Families (TANF) and the state-run State Family Assistance (SFA) 

programs in the estimates of our value of cash assistance. We estimate the additional costs of public assistance cash 

transfers on a per-participant basis. Using state data reported to the federal Administration on Children and Families , we 

compute the total non -cash-assistance TANF expenditures as a proportion of total assistance expenditures.
129

 These non-

assistance costs include the cost of administering the program, as well as the cost of other, non-cash services that benefit 

TANF recipients. We compute the ratio of the non-assistance expenditures to the cash benefit on a per-participant basis 

to create the òAdministrative proportionó shown in Exhibit 4.6.1. To estimate the proportion of total TANF /SFA 

expenditures that come from state versus federal sources, we use data reported by the TANF program. 

4.6b Food Assistance 

 
To estimate the value of food assistance, we include data from the federal Supplemental Nutrition Assistance Program 

(SNAP) and the state-run Food Assistance Program (FAP). Most of the costs of these programs are treated as transfer 

payments, similar to cash assistance. As SNAP and FAP do not directly provide other, non -cash-assistance services, any 

additional costs of these programs are the costs to administer the program.  

 

Exhibit 4.6.1 displays the inputs for this area. Program effects for both cash assistance and food assistance are measured, 

most often, as a continuous measure of the number of months receiving assistance. Therefore, in addition to additional 

program costs and the proportion of state and federal expenditures, we also enter information on Washington State 

public assistance caseloads including the mean number of months on cash and food assistance for those on the 

caseloads, the standard deviation in the number of months, the average monthly assistance amount, a percentage for 

agency administrative costs and, for modeling purposes, the age at which public assistance receipt begins. 

 

We model a change in the number of months as the standard deviation change in the number of months spent receiving 

public or food assistance for those who receive assistance. The increase in months receiving benefits is multiplied by the 
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 In using the age 18 as a cut-off, we follow the same approach found in Hoffman, S.D. & Maynard, R.A. (Eds.). (2008). Kids having kids: 

Economic costs & social consequences of teen pregnancy (2
nd 

edition). Washington, DC: Urban Institute Press. 
128

 Retrieved August, 2015 from DOH Age-specific Live Birth Rates by Place of Residence. 

http://www.doh.wa.gov/DataandStatisticalReports/VitalStatisticsandPopulationData/Birth/BirthTablesbyTopic. We use the birth numbers 

for those ages 15-17 from table A10. 
129

 Retrieved October 15, 2015 from http://www.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014. Advice on categories to 

exclude (expenditures that would not be expected to be reduced if the adult caseload reduced) was provided via personal 

communication with Steve Ebben, Economic Services Administration, August 28, 2015. 

http://www.doh.wa.gov/DataandStatisticalReports/VitalStatisticsandPopulationData/Birth/BirthTablesbyTopic
http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2014


average amount of monthly  benefits in base year dollars. We know that the increase in months spent receiving public 

assistance occurs between the age of treatment and the age of measurement, so the total increase in assistance is evenly 

divided among all years between the age of treatment and the age at first measurement. 

 

Exhibit 4.6.1 

Public Assistance Parameters 

  Cash assistance  Food assistance  

Average monthly benefit  $398.56
1
 $222.62

2
 

Administrative proportion  1.35
3
 0.11

4
 

Average months on assistance 13.4
5
 40.5

6
 

SD of months on assistance 16.0
5
 36.8

6
 

Age at which assistance begins 18 18 

Year of dollars 2014 2014 

Proportion from state sources 0.269
7
 0.054

8
 

Proportion from local sources 0.000
7
 0.000

8
 

Proportion from federal sources 0.731
7
 0.946

8
 

Notes: 
1 
Total dollars for TANF/SFA Regular Adult Cases divided by total cases for FY2015. Source: DSHS-ESA/EMAPS Assignment #3618 Using the ACES Data 

Warehouse as of September 2015. 
2 
Total dollars for Total SNAP/FAP Cases divided by total cases for FY2015. Source: DSHS-ESA/EMAPS Assignment #3618 Using the ACES Data 

Warehouse as of September 2015. 
3 
Total non-assistance TANF expenditures (net of the categories of òchild careó, òprevention of out of wedlock pregnancies,ó and ònon-

recurrent short-term benefitsó) divided by total assistance expenditures. Source: TANF Financial Data for FY2014 

(http://www.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014). Advice on categories to exclude (expenditures that would not be 

expected to be reduced if the adult caseload reduced) was provided via personal communication with Steve Ebben, Economic Services 

Administration, August 28, 2015 
4 
Monthly administrative costs divided by monthly household benefit , as reported in the SNAP State Activity Report, Fiscal Year 2014.  

Source: http://www.fns.usda.gov/sites/default/files/FY14%20State%20Activity%20Report.pdf. 
5 
Total length of assistance and standard deviation in months computed using a cohort of adult clients entering TANF/SFA in January 2005 for the first 

time in Washington State. Source: ESA-EMAPS Report #3618 using the ACES Data Warehouse as of September 2015. 
6
 Total length of assistance and standard deviation in months computed using a cohort of adult clients entering SNAP/FAP in January 2005 for the first 

time in Washington State. Source: ESA-EMAPS Report #3618 using the ACES Data Warehouse as of November 2015 
7 
Proportion of costs borne by state and federal sources are derived from assistance and non-assistance categories reported in TANF Financial Data for 

FY2014 (http://www.acf.hhs.gov/programs/ofa/resource/tanf -financial-data-fy-2014), excluding the same categories as reported in note 3 above. 
8 
Proportion of costs borne by stat e and federal sources are a weighted average of the breakdown of 1) administrative costs reported in the SNAP 

State Activity Report, Fiscal Year 2014  

(http:// www.fns.usda.gov/sites/default/files/FY14%20State%20Activity%20Report.pdf), and 2) direct benefit -costs reported by the Washington State 

Economic Services Administration (Source: DSHS-ESA/EMAPS Assignment #3618 Using the ACES Data Warehouse as of September 2015. 

 

4.7 Valuation of  Kð12 Education Outcomes  

 
In valuing most Kð12 education outcomes (i.e., standardized test scores, high school graduation, and years of education), 

we use a human capital approach, as described in Section 4.1. This section describes the inputs (Section 4.7a) and 

computational procedures (the subsequent sections) we use to monetize those outcomes, as well as the methods for 

valuing two other outcomes of Kð12 education frequently measured in the program evaluation literature: the use of 

special education and grade retention. 

  

http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2014
http://www.acf.hhs.gov/programs/ofa/resource/tanf-financial-data-fy-2014
http://www.fns.usda.gov/sites/default/files/FY14%20State%20Activity%20Report.pdf


4.7a Education Parameters  

 
Evaluations of education and other programs or polic ies often assess outcome measures such as student test scores, 

years of education, graduation rates, special education, or grade retention. WSIPPõs benefit -cost model includes a 

number of education -related parameters used to compute estimates of the benefits of these education outcomes. The 

inputs entered into the model are shown in Exhibit 4.7.1. This Section lists the individual inputs and their data sources. 

 

Exhibit 4. 7.1 

General Kð12 Education Parameters 

  
All students  

Low-income 

students  

State high school graduation rate 
 

0.781 0.68 

Standard deviation for number completed years of education  
 

2.40 2.40 

Cost of a year of education (2014 dollars) for a student in regular education  
 

$8,695 $10,212 

Cost of a year of education (2014 dollars) for a student in special education  
 

$18,417 $19,934 

Percent of students using special education 
 

0.13 0.17 

Average numbers of years in special education, for those who receive it 
 

4 4 

Average age of first entry into special education 
 

8 8 

Percent of students retained for at least one year 
 

0.098 0.163 

Average number of years retained, for those retained 
 

1 1 

 
Max 0.42 0.42 

Multiplier for human capital economic externalities of e ducation Mode 0.37 0.37 

 
Min 0.125 0.125 

Gain in earnings for a 1SD increase in test scores Mean 0.095 0.095 

 
SE 0.031 0.031 

Gain in earnings from an additional year of education Mean 0.100 0.100 

 
SE 0.024 0.024 

Gain in high school graduation probability from a 1 SD increase in test scores Mean 0.079 0.117 

 
SE 0.001 0.002 

 

The High School Graduation Rate . The model contains a user-supplied parameter of the high school graduation rate . 

WSIPPõs entry is Washington Stateõs most recently published òon-timeó graduation rate as published by the Office of 

Superintendent of Public Instruction (OSPI).
130

 The on-time rate is defined as the percentage of public school students 

who graduate from high school within four years. We record OSPIõs rate for all students and for low-income students.
131

 

In addition, WSIPP uses a lower predicted high school graduation rate for the juven ile offender population.
132

 When the 

benefit-cost model is run, the baseline high school graduation rate is used in conjunction with effect sizes from programs 

that measure changes in the dichotomously measured high school graduation rate.  
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 Office of Superintendent of Public Instruction. (2015). Graduation and Dropout Statistics Annual Report: Appendix A. Olympia, WA: 

Author. Retrieved April 20, 2016 from http://www.k12.wa.us/dataadmin/ . 
131

 Low-income students are those eligible for free or reduced-price meals in the National School Lunch Program and School Breakfast 

Program. Students in households with income up to 130% of federal poverty guidelines are eligible for free meals. Students in 

households up to 185% of federal poverty guidelines are eligible for reduced-price meals. For more information visit 

http://www.k12.wa.us/ChildNutrition/Programs/NSLBP/default.aspx. 
132

 The high school graduation rate for juvenile offend ers is calculated as the simple average of a lower and upper bound. For the lower 

bound, we use a number reported by the Department of Social and Health Services in 2012; they estimate that 9% of students served by 

the Juvenile Rehabilitation in 9
th

 grade in the 2005/2006 school year graduated from high school on time (Coker et al. (2012). High 

School Outcomes for DSHS-Served Youth. Olympia, WA. Retrieved April 15, 2016 from 

https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-11-181.pdf). For the upper bound, we use a number from a 

2014 report by the United States Office of Juvenile Justice and Delinquency Prevention that used American Community Survey data to 

calculate a status drop-out rate of 40% for institutionalized 16 -to-24 year-olds (suggesting a graduation rate of 60%); Sickmund, Melissa, 

and Puzzanchera, Charles (eds.). 2014. Juvenile Offenders and Victims: 2014 National Report. Pittsburgh, PA: National Center for Juvenile 

Justice. Retrieved April 15, 2016 from http://www.ojjdp.gov/ojstatbb/nr2014/downloads/chapter1.pdf.  

http://www.k12.wa.us/dataadmin/
http://www.k12.wa.us/ChildNutrition/Programs/NSLBP/default.aspx
https://www.dshs.wa.gov/sites/default/files/SESA/rda/documents/research-11-181.pdf


The Standard Devi ation in the Number of Completed Years of K ð20 Education . We use microdata from the March 

2009 Current Population Survey to calculate the standard deviation in the number of years of education attained by 

adults age 25 or older in the U.S. who completed at least 7
th

 grade. When the benefit -cost model is run, the standard 

deviation in the number of years of education  is used in conjunction with effect sizes from programs that measure the 

change in the number of years of education.  

 

Costs of Regular K ð12 Education. The model requires an estimate of the marginal cost of a year of Kð12 education and 

the year in which these dollars are denominated.
133

  

 

Special Education Parameters.  The model can also calculate the value of two other Kð12 educational outcomes: years of 

special education and grade retention. For special education, the information is entered for the cost of a year of special 

education and the year in which the special education costs per year are denominated.
134

 The model also contains a user-

supplied parameter of the percentage of students in special education. WSIPPõs entry is the percentage of Washington 

State students in special education in 2014-15 (13.4%).
135

 This rate is not calculated for low-income students in 

Washington; for this group, we use national estimates of the prevalence of learning disabilities by income level from 

Planty et al.
136

 to adjust Washingtonõs special education rate to 16.5% for low-income students.
137

 We also estimate the 

average number of years that special education is used, conditional on entering special education. The user also enters 

the age when special education is assumed to first be used.
138

.  

 

The Percentage of Students Retained i n a Grade Level . The model contains a user-supplied parameter of the 

percentage of students held back at least one year of school in Kð12. WSIPPõs entry is based on 2009 national rates (9.8% 

of all students and 16.5% of low-income students) calculated by the U.S. Department of Education.
139

 These rates have 

dropped in recent years; in 1995, 16% of U.S. students had been retained in a grade level.
140

   

 

Multiplier for Human Capital Economic Externalities of Education . The model contains minimum, modal, and 

maximum estimates measuring the external economic benefits of education. These values are shown in Exhibit 4.7.1. 

There is a fairly large economic literature on this topic, summarized in a chapter by McMahon in Brewer.
141

 Analysts have 

studied the degree to which growth in the private returns to human capital produce spillover economic gains to the rest 

of an economy. The low value we use is the estimate contained in Acemoglu & Angrist, (2000).
142

 The modal value is the 

estimate used in Belfield, Hollands, and Levin (2011).
143

 The high parameter is contained in Bretton , (2010).
144

 In the 
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 The cost of regular education estimate is from: Office of Superintendent of Public Instruction. (2016). Financial reporting summary: 

Washington State School Districts and Educational Service Districts (Fiscal Year September 1, 2014ðAugust 31, 2015). Olympia, WA: 

Author, Table 4. Retrieved May 26, 2016 from http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014-
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(state, federal, and local), plus the state allocation for each special education student. The special education allocation estimate is from: 

Office of Superintendent of Public Instruction. (2016). Financial reporting summary: Washington State School Districts and Educational 

Service Districts (Fiscal Year September 1, 2014ðAugust 31, 2015). 
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 Office of Superintendent of Public Instruction. Washington State Report Card. Retrieved May 26, 2016 from 
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model, a Monte Carlo draw is taken from a triangular probability density distribution with these three bounding 

parameters. The parameter is expressed as a multiple of the private economic return to education. For example, if the 

private return for a year of education is 0.10 and a modal external economic return parameter is 0.37, then the model 

monetizes the external economic benefits as 0.10 X 0.37 = 0.037 and this value is, in turn, multiplied times the valuation 

of the education-attributed difference in private earnings. 

 

Fiscal Sources for Regular and Special Education Expenditures. As noted, the model allows users to input the 

proportion of education funding from state, local, and federal sources. While the model allows the user to enter separate 

values for the fiscal sources for regular- and low-income students, for Washington we enter the same figures for both. 

Washington State sources are described in Exhibit 4.7.2. 

 

Exhibit 4.7.2 

Proportion of Marginal Education Costs by Source 

 
State Local Federal 

Regular education
1
 0.694 0.227 0.079 

Special education
2
 0.851 0.000 0.149 

Notes: 
1 
Washington State Office of the Superintendent of Public Instruction, "Statewide Average Financial Tables and Charts" for school year 2014-2015, Table 3, 

available at: http://www.k12.wa.us/safs/PUB/FIN/1415/Full%202014-15%20Financial%20Reporting%20Summary.pdf. 
2
 Washington State Office of the Superintendent of Public Instruction, "Statewide Average Financial Tables and Charts" for school year 2014-2015, General 

Fund Expenditures by Program, available at: http:/ /www.k12.wa.us/safs/PUB/FIN/1415/Full%202014-15%20Financial%20Reporting%20Summary.pdf. 

 

4.7b Linkages: Education  

 

WSIPPõs benefit-cost model monetizes improvements in educational outcomes, in part, with linkages between each 

educational outcome and other outcomes to which a monetary value can be estimated. The parameters for these 

linkages are obtained by a meta-analytic review of relevant research literature. For example, we estimate the relationship 

between high school graduation and crime by meta-analyzing the most credible studies that have addressed this topic. 

The meta-analytic process provides both an expected value effect given the weight of the evidence, and an estimate of 

the error of the estimated effect . Both the expected effect size and the estimated error are entered into the benefit -cost 

model and used when performing a Monte Carlo simulation.  The linkages in the current WSIPP model are listed in the 

Appendix. In addition, several relationships are modeled using the methods described below. 

 

The Relationship Between Gain s in Test Scores and the High School Graduation Rate . In many outcome evaluations 

of education programs, the only measure of effectiveness is student performance on standardized tests. In the WSIPP 

benefit-cost approach, however, we also model the likelihood of high school graduation where possible. Using 

Washington State data, we were able to estimate the increased likelihood of high school graduation, given improvement 

in standardized test scores. This additional analysis allows us to predict the impact of a program on high school 

graduation when evaluations of that program have only measured standardized test score performance. High school 

graduation, of course, is a marker for other student skills than just test scores, but performance on test scores is 

correlated with graduation.  

 

We estimate the relationship between standardized test scores and high school graduation using longitudinal, student -

level assessment and enrollment data for Washington State. These data include math and reading Washington 

Assessment of Student Learning (WASL) scores (in 7
th

, 8
th

, and 10
th

 grades) for two cohorts of students (enrolled in 7
th

 

grade during 2004-05 or 2005-06). These students were expected to graduate in 2010 or 2011. 

 

Three sets of models were run to examine the effects of: 1) changes in test scores between 7
th

 and 8
th

 grade; 2) changes 

in scores between 8
th

 and 10
th

 grades; and 3) test retake scores in 11
th

 grade.
145

 These models produced roughly 

comparable estimates for the effect of assessment scores on graduation. The models that focus on 8
th

 and 10
th

 grade 

scores have the most observations, and we used these results for inputs to the benefit-cost model. 
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 Many, but not all, students who did not meet assessment standards in 10
th

 grade retake exams in 11
th

 grade. 
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We ran linear probability models to estimate the effect of 10
th

 grade test scores on graduation status, controlling for 8
th

 

grade test scores and other observed student characteristics.
146

 The models did not fully control for unobserved student 

characteristics, and the extent to which estimates reflect cause-and-effect remains, to a degree, uncertain. For the 

analysis, the assessment scores were converted to Z-scores (mean 0, standard deviation 1). The difference in Z-scores 

between 8
th

 and 10
th

 grade reflects the change in a studentõs assessment scores. We estimated separate models for math 

and reading test scores. We also estimated separate models for low-income students.
147

 Math estimates were based on 

observations for 114,221 students; reading estimates were based on data for 115,557 students. The basic equation 

estimated is shown below. 

 
(4.7.1)   Graduationi = Ŭ + ɓ1æZi + ɓ2æZiĀZ8i + ɓ3Z8i + ŭ'Xi + ɝYeari + ⱦi 

 

Where:  

Graduationi = 1 if student graduates, 0 if not  

æZi = change in Z scores for student i = Z10i-Z8i 

Z10i = math (or reading) Z-score for 10
th

 grade for student  i 

Z8i = math (or reading) Z-score for 8
th

 grade for student  i 

Xi = a vector of student characteristics (free or reduced-price meal eligibility history, English language status, 

special education status, gender, race/ethnicity) 

Yeari = indicator for the 10
th

 grade assessment year 

 

Exhibits 4.7.3 and 4.7.4 summarize the estimated effects of math and reading test scores on graduation status. The effects 

are determined by ɓ1 and ɓ2.
148

 ɓ1 is the coefficient for the change in Z-scores. ɓ2 is the coefficient for an interaction term 

which allows the effect of test score growth to vary with the initial (8
th

 grade) score.  

 

Exhibit 4.7.3 

Estimated Effects of Changes in Test Scores on Likelihood of High School Graduation, for All Students 

 Math  Reading 

 Coefficient  Standard error  Coefficient  Standard error  

Zi  0.0961 0.0021 0.0612 0.0015 

ZiŀZ8i  -0.0172 0.0017 0.0001 0.0010 

Note: 

The regression models also control for student characteristics and initial year test scores. Robust (to heteroskedasticity) standard errors are estimated. 

 

Exhibit 4.7.4 

Estimated Effects of Changes in Test Scores on Likelihood of High School Graduation, for Low-Income Students 

 Math  Reading 
 Coefficient  Standard error  Coefficient  Standard error  

ҟZi  0.1337 0.0033 0.0973 0.0026 

ҟZiĀZ8i  -0.0046 0.0031 -0.0022 0.0017 

Note: 

The regression models also control for student characteristics and initial year test scores. Robust (to heteroskedasticity) standard errors are estimated. 

 

These regression results for math and reading were then averaged to provide the òtest scoreó effect for the benefit-cost 

model, and these averages are entered in the model. The standard errors for the test score averages were calculated by 

running 10,000 case Monte Carlo simulations with the test score specific parameters in Exhibits 4.7.3 and 4.7.4 

 

The Relationship between  Gains in Student Test Scores and Labor Marke t Earnings . To evaluate outcomes that 

measure gains in student standardized test scores, the model contains a parameter and standard error to measure how a 

one standard deviation gain in test scores relates to a percentage increase in labor market earnings. The standard error 

for this input is used in Monte Carlo simulations (see Chapter 6). For these two parameters, we use regression results 

from Hall & Farkas (2011).
149

 They estimate multi-level models of cognitive ability (measured with standardized test 

scores) and attitudinal/behavioral traits (sometimes called non-cognitive skills) on log wages with data from the National 
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 We estimate robust standard errors for the linear probability models. We also estimated logistic regression models and inferences 
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 Hall, M. & Farkas, G. (2011). Adolescent cognitive skills attitudinal/behavioral traits and career wages. Social Forces, 89(4), 1261-1285. 



Longitudinal Survey of Youth (NLSY79). We compute weighted averages from their results for males and females, and for 

white, black, and Latino populations. We use Monte Carlo simulation to estimate a standard error from their constant and 

slope parameters. Their results are useful for the benefit-cost model because the cognitive ability scale they create 

measures several areas (word knowledge, paragraph comprehension, math knowledge, and arithmetic reasoning) often 

found in the program evaluation literature . The results from the Hall & Farkas study are in line, though slightly lower, than 

those found in other studies .
150

 We enter the same parameter for all students and for low -income students because, to 

date, we have not found separate estimates for low-income populations. When additional research is conducted, separate 

estimates can be entered for low-income students.  

  

The Relationship between  Gains in Years of Secondary Education Completed and Labor Market Earnings . To 

evaluate outcomes that measure gains in educational attainment, the model contains a parameter and standard error to 

measure how an extra year of education relates to a percentage increase in labor market earnings. This topic has been 

one of long -standing interest among economists, and many reviews of the literature are available. For example, 

Psacharopoulos and Patrinos review many studies from many countries and conclude that òthe average rate of return to 

another year of schooling is 10[%].ó151 Newer estimates employ more rigorous econometric methods to estimate causal 

effects and have found that returns are usually slightly higher than previous estimates. Heckman et al. have found that 

the estimates vary considerably depending on when the extra year of education occurs. If the extra year leads to high 

school graduation, for example, the returns are considerably higher than the single point estimates for extra years of 

college education.152 For this reason, we estimate the gains from graduating high school separately, as described below. 

In our own review of the research, we found a median 10% increase in labor market earnings per additional year of 

education completed (with a standard error of 0.02).
153

 The study by Hall and Farkas (2011) that we use for the effect of 

student test scores on labor market earnings, found a 9.5% rate of return for an extra year of educationña rate very 

similar to the 10% rate we use in our model. We set the same parameter for all students and for low -income students, 

because our review of the research does not provide separate estimates for low-income populations. If and when 

additional research is conducted, separate estimates can be entered for low-income students.  

 

The Relationship between  High School Graduation and Labor Market Earnings.  The model contains two types of 

parameters, both shown in Exhibit 4.7.5, to measure the labor market earnings effect of graduating from high school. The 

two types of parameters model the analytical framework established in a recent paper by Heckman et al.
154 

One type of 

parameter is a high school graduation causal factor, which measures the degree to which the observed difference in 

earnings between types of high school graduates and non-high school graduates is causal and the factors are derived 

from the Heckman (2015) analysis. These values and their standard errors are derived separately by the highest level of 

education completed. The second set of estimates measure the sequential probability that high school graduation opens 

the possibility of an individual continuing to obtain some additional college education or completes a college degree. 

These probabilities were calculated from the share of high school graduates with some college or a 4-year degree or 

higher as reported in the American Community Survey 2010-2014 for Washington State. The estimates represent the 

proportion of those in Washington aged 25 and older with some college (no degree or any degree less than a 4-year 

degree) and those with a 4-year degree or greater. Unlike our previous estimates, we were unable to separate on-time 

high school graduates from those with late completions or GED attainment. We further assume that some high school 

certification is necessary to continue on to further levels of education.  
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 Heckman et al. (2015). We use ratios of the average treatment effects as reported in table A63 over the differences above dropouts in 

logged wages from table A14 to generate our estimates.  



 

Those who continue on to college incur the cost of college education. High school graduation is a pathway to further 

education and the associated costs. WSIPP estimates these costs per year of education, then multiplies these numbers by 

the average number of years that students spend in school to produce the stream of higher education costs for the some 

college and college graduate paths. We describe the calculation in detail in Section 4.8b. 

 

4.7c Valuation of Earnings from High School Graduation  

 
Exhibit 4.7.5 

Estimates of the Causal Effect of High School Graduation on Earnings 

  

High s chool 

graduate 

(only)  

Some 

college  

4-year 

college 

graduate  

Percent of high school graduates who go on to each level of education 

 

0.26 0.38 0.36 

Percent of observed earnings gains caused by high school graduation 
Mean 0.50 0.56 0.42 

SE 0.17 0.13 0.11 

 

The full equation for the value of a high school education is displayed in Equation 4.7.2. 

 

τȢχȢς   ὉὥὶὲὋὥὭὲὌὛὋ

ὉὥὶὲὌὛὋϷὌὛὋ ὉὥὶὲὌὛὋὅὊ ρ ὉίὧὌὛὋ

ὊὌὛὋρ ὉίὧὊὌὛὋ ὛὸὥὸὩὃὨὮὌὛὋὉὥὶὲὛέάὩὅέὰϷὛέάὩὅέὰ

 ὛέάὩὅέὰὅὊ ρ ὉίὧὛέάὩὅέὰὊὛέάὩὅέὰρ ὉίὧὊὛέάὩὅέὰ
ὛὸὥὸὩὃὨὮὛέάὩὅέὰὉὥὶὲτώὶὈὩὫϷτώὶὈὩὫὉὥὶὲτώὶὈὩὫὅὊ

ρ ὉίὧτώὶὈὩὫ ὊτώὶὈὩὫρ ὉίὧὊτώὶὈὩὫ ὛὸὥὸὩὃὨὮτώὶὈὩὫ
ὉὥὶὲὔὌὛὋ ρ ὉίὧὔὌὛὋ ὊὔὌὛὋρ ὉίὧὊὔὌὛὋ

ὛὸὥὸὩὃὨὮὔὌὛὋὍὖὈ ὍὖὈϳ ρ ὌὅὉὢὝ 

 

 

 

For each year (y) over the course of a personõs working career, the expected earnings gain from graduating from high 

school versus not graduating from high school,  EarnGainHSG, is the product of:   

a) the observed earnings of high school graduates in each year, EarnHSGy, multiplied by  the percent of high 

school graduates who do not pursue further education,  %HSG, multiplied by  the high school graduation causation 

factor, EarnHSGCF, multiplied by  one plus the relevant real earnings escalation rate for high school graduates 

(EscHSG) raised to the number of years after program participation, multiplied by  the fringe b enefit rate for high 

school graduates (FHSG), multiplied by  one plus the relevant fringe benefit escalation rate for all people 

(EscFHSG) raised to the number of years after program participation , multiplied by  the ratio of state -to-national 

earnings for high school graduates (StateAdjHSG); plus  

 

b) the observed earnings of people with some college in each year, EarnSomeColy, multiplied by  the percent of 

high school graduates who pursue some college, %SomeCol, multiplied by  the some college graduation causation 

factor, SomeColCF, multiplied by  one plus the real earnings escalation rate for those who pursue some college 

(EscSomeCol) raised to the number of years after program participation, multiplied by  the fringe benefit rate for 

those who pursue some college (FSomeCol), multiplied by  one plus the relevant fringe benefit escalation rate for 

those who pursue some college (EscFSomeCol) raised to the number of years after program participation , 

multiplied by  the ratio of state -to-national earnings for those with some college  (StateAdjSomeCol); plus  

 

c) the observed earnings of people with college degrees in each year, Earn4yrDegy, multiplied by  the percent of 

high school graduates who obtain a 4-year degree, %4yrDeg, multiplied by  the 4-year degree causation factor, 

Earn4yrDegCF, multiplied by  one plus the real earnings escalation rate for those who obtain a 4-year degree 

(Esc4yrDeg) raised to the number of years after program participation, multiplied by  the fringe benefit rate for 

those who obtain a 4-year degree (F4yrDeg), multiplied by  one plus the relevant fringe benefit escalation rate for 

those who obtain a 4-year degree (EscF4yrDeg) raised to the number of years after program participation , 

multiplied by  the ratio of state -to-national earnings for those with 4-year degrees (StateAdj4yrDeg); minus 



 

d) the observed earnings of people who do not graduate from high school in each year , EarnNHSGy, multiplied by  

one plus the real earnings escalation rate of people who do not graduate from high school (EscNHSG) raised to 

the number of years after program participation, multiplied by  the fringe benefit rate of people who do not 

graduate from high school  (FNHSG), multiplied by  one plus the relevant fringe benefit escalation rate of people 

who do not graduate from high school (EscFNHSG) raised to the number of years after program participation , 

multiplied by  the ratio of state -to-national earnings for non-high school graduates (StateAdjNHSG);  

  

e) the product is the multiplied by a factor to apply the Implicit Price Deflator for the base year dollars , IPDbase, 

chosen for the overall benefit-cost analysis relative to the year in which the CPS data are denominated, IPDcps., 

times one plus the parameter for economic gain from human capital externalities , HCEXT.
 155

 

 

The gain in the present value of lifetime earnings from high school graduation is then estimated with this equation : 

 

τȢχȢσ  ὖὠὉὥὶὲὋὥὭὲὌὛὋ
ὉὥὶὲὋὥὭὲὌὛὋὟὲὭὸί

ρ ὈὭί
 

 

For each year from the age of the program participant to age 65, the difference in earnings between high school graduates 

and non-high school graduates is multiplied by the increase in the number of high school graduation òunitsó  at age 18 (in 

percentage points), Unitshsg, caused by the program or policy. The calculation of the units variable is described in Chapters 

2 and 3. The numerator in the equation is then discounted to the age of the program participant (age) with the discount 

rate (Dis) chosen for the overall benefit-cost analysis.  

 

Part of the benefit of the labor market gains from high school graduation comes from  a college education. We estimate the 

costs of obtaining that education. These calculations are described in the Section 4.8c, Estimating the costs of higher 

education and sources of revenue. 

 

4.7d Valuation of Health Care Benefits  from High School Graduation   

In addition to valuing the labor market impacts caused by earning a high school diploma, we also value the health care 

cost differences between graduates and non-graduates. An individualõs level of education is related to health status and 

overall spending on healthcare over the course of a lifetime. Persons with higher levels of schooling are less likely to 

engage in risky health-related behaviors (smoking, excessive drinking) and more likely to exercise, obtain preventative 

health care (vaccines, mammograms, pap smears), and control chronic health conditions (diabetes, hypertension).
156

 

These differences, however, vary for individuals at different ages. To estimate health-care related costs and benefits over 

the lifespan, it is necessary to account for an individualõs educational status. 

 

For this analysis, we estimate differential healt h care costs by age for high school graduates and those without a high 

school diploma, after controlling for related factors. The analysis utilizes data from the 2013 Medical Expenditure Panel 

Survey (MEPS) which is based on a representative sample of the non-institutionalized population in the U.S.. A two-part 

modelñfirst examining the probability of having any health care expenditure, then estimating healthcare spending for 

those with costsñwas developed for adult respondents in the MEPS data. The model controlled for demographic factors 

(age, sex, race/ethnicity), family characteristics (pregnancy, family size, marital status) and geographic region of residence 

(Northeast, Midwest, South, West). Healthcare expenditures included costs related to hospital inpatient care, hospital 

outpatient care, office-based medical provider services, emergency department services and prescriptions. 

 

Since these cost differentials may differ by type of source of payment, we estimated two models for healthcare costs paid 

by private sources (individuals, health insurers) and public payers (Medicaid, Medicare, state programs). Based on these 

adjusted models, we calculate marginal estimates for the effect of high school graduation on healthcare costs at each 

single year of age from 18 to 85. Exhibit 4.7.6 shows the results of our analysis; overall, graduates tend to spend more 

out-of-pocket and through insurance, but less on publicly-funded health care resources. 
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Exhibit 4. 7.6 

Marginal Difference in Medical Costs by Education Level (High School Graduates vs. Non-Graduates) 

 

 
4.7e Valuation of Earnings from  Increases in Kð12 Standardized Student Test Scores  

 

For any program under consideration that measures gains in student standardized test scores directly (or via a òlinkedó 

outcome), we use the Current Population Survey (CPS) earnings data, described in Section 4.1, and the other parameters 

described in Section 4.7a, to estimate the expected gain in life cycle labor market earnings.  

 

First, the present value of lifetime earnings are estimated for all people, measured with the CPS with the following equation, 

where basic CPS earnings are adjusted for long-run real escalation rates and fringe benefit rates and converted into base 

year dollars, as described in Section 4.1. For each year, y, from the age of a program participant , age, to age 65, the 

modified annual CPS earnings, ModEarnAll, are multiplied by one plus the real earnings escalation rate, EscAll, raised to the 

number of years after program participat ion, multiplied by  the fringe benefit rate , FAll , multiplied by one plus the fringe 

benefit escalation rate, EscFAll, raised to the number of years after program participation, multiplied by  a factor to apply 

the Implicit Price Deflator for the base year dollars, IPDbase, chosen for the overall benefit-cost analysis relative to the year 

in which the CPS data are denominated, IPDcps, multiplied by  the ratio of state -to-national earnings for all people  

(StateAdjAll), multiplied by  the degree of causation, TSCF, between a one standard deviation gain in student test scores 

and the related percentage increase in labor market earnings, times one plus the parameter for economic gain from human 

capital externalities, HCEXT. 
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The present value gain in earnings is then estimated. For each year from the age of the program participant to age 65, the 

modified earnings are multiplied by the increase in the number of test score òunitsó (standard deviation test score units) 

caused by the program or policy. The test score units are measured at age 17. The calculation of the units variable is 

described in Chapters 2 and 3. The numerator in the equation is then discounted to the age of the program participant , 

age, with the discount rate , Dis, chosen for the overall benefit -cost analysis, as given by the following equation:   
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4.7f  Valuation of Earnings from Increases in the Number of Years of Education Achieved  

 

For any program under consideration that measures gains in the number of years of education achieved directly (or  via a 

òlinkedó outcome), we use the CPS earnings data and other parameters to estimate the expected gain in life cycle labor 

market earnings.  

 

First, the present value of lifetime earnings are estimated for all people measured with the Current Population Survey with 

the following equation, where basic CPS earnings are adjusted for long-run real escalation rates and fringe benefit rates 

and converted into base year dollars. For each year, y, from the age of a program participant , age, to age 65, the modified 

annual CPS earnings, ModEarnAll, are multiplied by one plus the real earnings escalation rate, EscAll, raised to the number 

of years after program participation, times th e fringe benefit rate , FAll , multiplied by one plus the fringe benefit escalation 

rate EscFAll raised to the number of years after program participation, times a factor to apply the Implicit Price Deflator for 

the base year dollars, IPDbase, chosen for the overall benefit-cost analysis relative to the year in which the CPS data are 

denominated, IPDcps, times the ratio of state-to-national earnings for all people  (StateAdjAll), times the degree of causation, 

YearsOfEdCF, between one extra year of education related percentage increase in labor market earnings, times one plus 

the parameter for economic gain from human capital externalities,  HCEXT 
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The present value gain in earnings is then estimated. For each year from the age of the program participant to age 65, the 

modified earnings are multiplied by  the increase in the number of years of education òunitsó (in standard deviations) 

caused by the program or policy. The calculation of the units variable is described in Chapters 2 and 3. The numerator in 

the equation is then discounted to the age of the progr am participant, age, with the discount rate , Dis, chosen for the 

overall benefit-cost analysis.  
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4.7g Valuation of Changes in the Use of Kð12 Special Education and Grade Retention  

 
The model can also calculate the value of two other Kð12 educational outcomes: years of special education and grade 

retention. The present value cost of a year of special education is estimated by discounting the cost of a year in special 

education, SpecEdCostYear, for the estimated average number of years that special education is used, conditional on 

entering special education, specedyears. These years are assumed to be consecutive. The present value is to the age when 

special education is assumed to first be used, start. This sum is further present valued to the age of the youth in a 

program, progage, and the cost is expressed in the dollars used for the overall cost benefit analysis, IPDbase, relative to 

the year in which the special education costs per year are denominated, IPDspecedcostyear. 
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The present value cost of an extra year of Kð12 education is estimated for tho se retained for an extra year. This is 

modeled by assuming that the cost of the extra year of Kð12 education, EdCostYear, after adjusting the dollars to be 

denominated in the base year dollars used in the overall analysis, would be borne when the youth is approximately 18 

years old. Since there is a chance that the youth does not finish high school and, therefore, that the cost of this year is 

never incurred, this present valued sum is multiplied by the probability of high school completion,  Hsgradprob.  
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4.7h Adjustment  Factors for Decaying Test Score Effect Sizes to Age 17  

 

Many effective education programs increase the standardized test scores of program participants. The magnitude of 

these early gains, however, does not always remain constant over time; researchers have found that test score gains from 

program participation often get smaller (the test scores decay or òfade outó) as years pass after the intervention.
157

   

 

Most of the evaluations of educational interventions  we examine in our meta-analyses measure test score performance in 

elementary school. However, the relationships in the economic literature between test scores and labor market earnings 

are based on test scores measured late in high school. Therefore, for use in the benefit-cost model, it is necessary to 

adjust earlier measurements of test scores appropriately in order to more accurately model the economic benefits 

resulting from improvements in standardized test scores measured in program evaluations. When we include test score 

effect sizes from evaluations of programs which measure scores in their pre-high school years, we apply a multiplicative 

adjustment to account for the average fadeout observed in research. 

  

To estimate the magnitude of this fadeout for test scores measured at different points in time, we focus on research that 

follows children who attended state, district, home school, or model pre-kindergarten education program s and measured 

those childrenõs scores on standardized tests for some period of time. The follow-up periods for test score measures in 

the 59 studies we analyzed varied widely. We conducted meta-analyses of effect sizes from these 59 studies covering four 

periods of time after the early childhood intervention: immediatel y after preschool, kindergartenð2
nd

 grade, 3
rd
ð5

th
 grade, 

and 6
th
ð9

th
 grade (Exhibit 4.7.7). We included both IQ tests and standardized academic tests from specific program 

evaluations and national surveys.   
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 For example, a meta-analysis by Leak et al. (2010) found that early test score gains decreased by at least 54% five or more years after 

the post-test; another meta-analysis by Camilli et al. (2010) estimated that early test score gains fade out by more than 50% by age ten; 

and Goodman & Sianesi (2005) examined fade-out for a single evaluation and found that early test score gains decreased by 30 to 50% 

per follow -up period. Leak, J., Duncan, G., Li, W., Magnuson, K., Schindler, H., & Yoshikawa H. (2010). Is timing everything? How early 

childhood education program impacts vary by starting age, program duration, and time since the end of the program. Paper prepared for 

presentation at the meeting of the  Association for Policy Analysis and Management, Boston, MA; Camilli, G., Vargas, S., Ryan, S., & 

Barnett W.S. (2010). Meta-analysis of the effects of early education interventions on cognitive and social development. Teachers College 

Record, 112(3), 579-620; and Goodman, A. & Sianesi, B. (2005). Early education and children's outcomes: How long do the impacts last? 

Fiscal Studies, 26(4), 513-548.  
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Exhibit 4.7.7 

Meta-Analytic Results at Four Time Periods 

Time of measurement  
Number of effect 

sizes 

Average time 

since the 

beginning of 

preschool (years)  

Average effect 

size 
Standard error  

Immediately after preschool 37 1 0.309 0.030 

Kindergartenð2
nd

 grade 38 2.9 0.152 0.019 

3
rd
ð5

th
 grade 29 5.7 0.097 0.014 

6
th
ð9

th
 grade 12 9.4 0.085 0.033 

 

As seen in Exhibit 4.7.7, the average effect size measured immediately after preschool reduces significantly over time. The 

meta-analytic results suggest a non-linear relationship between the effect size and the time since the intervention. We 

tested the following models to fit a trend line t o the data: quadratic, cubic, logarithmic, and power. A power curve 

provided the best combination fit (R
2
=0.98) and a believable pattern of decay (Exhibit 4.7.8). The decrease in effect size by 

3
rd
ð5

th
 grade was similar to that found by Camilli et al., (2010). We used the power curve model to estimate the effect 

sizes through 12
th

 grade. We also modeled the relationship between the effect size and the time since the intervention 

using meta-regression. However, various model specifications led to notably different intercepts, thus we opted to use 

the simpler meta-analytic results to model fadeout. We projected these findings out to 12
th

 grade for use in the benefit-

cost model. Exhibit 4.7.9 displays the adjustment factors we use in the benefit-cost model. 

 

Exhibit 4.7.8 

Estimation of Test Score Fadeout: 

Meta-Analytic Results and Power Curve Model 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  



Exhibit 4.7.9 

Fadeout Multipliers for Test Scores:  

Estimates of Effect Size Decay Based on Longitudinal Evaluations of Early Childhood Education 

Age at 

measurement  
Grade level  

Fadeout:  

Later test score effect size  

as a % of pre -K effect size  

Fadeout multiplier:  

Multiply the effect size by the % below  

to estimate end -of -high school effect  

4 Pre-K 100% 21% 

5 K 66% 31% 

6 1 52% 40% 

7 2 44% 47% 

8 3 38% 54% 

9 4 34% 60% 

10 5 31% 66% 

11 6 29% 72% 

12 7 27% 77% 

13 8 25% 82% 

14 9 24% 87% 

15 10 23% 91% 

16 11 22% 96% 

17 12 21% 100% 
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4.8 Valuation of Higher Education Outcomes  

 

WSIPPõs benefit-cost model estimates the value of achieving certain levels of higher education through a human capital 

approach described in Section 4.1. The benefits of higher education programs come from increasing the probability that 

students obtain an education level with a higher predicted lifetime earnings trajectory than that of a high schoo l 

graduate. The model moderates these gains with the financial costs (tuition, books etc.) and opportunity costs (forgone 

earnings) of college attendance. We monetize the net benefit of higher education programs by first estimating a baseline 

distribution of students in Washington with some college attainment, an Associateõs (2-year) degree, and a Bachelorõs (4-

year) degree.
158

 We then predict the change in the baseline distribution of students as a result of program participation. 

We monetize program impacts on one or more of the following: 2 -year enrollment, 4-year enrollment, 2-year degree 

attainment , and 4-year degree attainment. Because these outcomes are not independent, the WSIPP model takes a 

comprehensive look at the relative distributions of higher e ducation. The process is described in Section 4.8a. Section 

4.8b describes how the differences in earnings gains due to the distributions are calculated, and Section 4.8c covers the 

calculations used to produce the costs of higher education.  

 

4.8a Determining the C hange in the Distribution of Education al Attainment Levels 

 

To value higher education we examine the lifetime earnings of people with different levels of education. The baseline 

distribution represents the probability a high school graduat e in Washington will attain a given level of education. 

Changes in enrollment and graduation rates change the probabilities that students achieve higher levels of education. We 

monetize the differences between the baseline distribution of probabilities and  the estimated distribution  after applying 

an expected effect size from a program or intervention . 

  

Estimating the B aseline Distribution of Education al Attainment Levels. WSIPPõs benefit-cost model includes several 

parameters to model the likelihood that a student enrolls in and completes a degree at a 2- or 4-year institution. Exhibit 

4.8.1 displays the inputs; individual inputs and their data sources are described below. The diagram in Exhibit 4.8.2 

illustrates the predicted pathways of students in achieving various levels of educational attainment and the resulting 

baseline distribution of educational attainment levels for students in Washington .  
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 We define some college attainment as enrollment in either a 2-year or 4-year institution without obtaining a ny degree. 



Exhibit 4 .8.1 

Distribution of H igher Education Achievement 

 2-year college  4-year college  

High school graduate population    

% Enroll 29.3% 31.7% 

Of those who enroll, % graduate 29.4% 68.8% 

2-year college enrollee population   

% Graduate from 2-year institution  29.4%  

% Transfer to 4-year institution  18.7%  

Of those who transfer, graduate from 4-year 

institution  
56.0%  

4-year college enrollee population   

% Graduate from 4-year institution   68.8% 

 

We use data from the State of Washington Education Research & Data Center (ERDC) to estimate the baseline percent of 

high school graduates enrolling in a 2-year program, enrolling in a 4-year program, or not enrolling in higher education. 

Calculations are based on the 2014 enrollment percentages in ERDCõs High School Feedback Reports, which measures 

college enrollment in the 12 months following high school graduation.
159

 

 

We next estimate the proportion graduating given enrollment to arrive at the total proportion of high school graduates 

who obtain a degree. The conditional probability of earning a BA within six years given enrollment in a 4-year institution 

is from Washingtonõs Office of Financial Management.
160

 This number reflects the graduation rate for students enrolling 

in a public Washington university directly from high school in the 2010 -11 academic year. The proportion of 2 -year 

enrollees that graduate with an Associateõs degree in three years comes from data from the Integrated Postsecondary 

Education Data System (IPEDS) as reported by the Washington State Board for Community and Technical Colleges 

(SBCTC).
161

 We also consider the proportion of students enrolled in a 2 -year college transferring to a 4-year college. The 

probability of transfer also comes from IPEDS data reported by the Washington SBCTC.
162

 We then use data from the 

National Student Clearinghouse Research Center to determine the proportion of transfer students that graduate with a 

Bachelorõs degree.
163

 

 

Exhibit 4.8.2 illustrates a typical Washington high school graduateõs projected educational pathways for the baseline 

distribution. The first panel of the tree illustrates the percent of high school graduates we estimate enroll in 2 -year or 4-

year colleges. The second panel of the tree shows the proportion of students that graduate and/or transfer , conditional 

on their initial enrollment decision. The fi nal panel of the tree represents the final baseline distribution of high school 

graduates who we estimate obtain some college attainment (2- and 4-year), an Associateõs (2-year) degree, or a 

Bachelorõs (4-year) degree approximately six years after graduating high school.  
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 We use 2014 as it is the most current enrollment data at the time of the calculation; http://www.erdcdata.wa.gov/hsfb.aspx. 
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 http://www.ofm.wa.gov/hied/dashboard/progress.html . 
161

 Washington State Board of Community and Technical Colleges (2011). Accelerate and complete. Retrieved from 

https://www.sbctc.edu/resources/documents/about/facts -pubs/completions.pdf . 
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